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Abstract. Before releasing databases which contain sensitive information about individuals, data
publishers must apply Statistical Disclosure Limitation (SDL) methods to them, in order to avoid
disclosure of sensitive information on any identifiable data subject. SDL methods often consist of
masking or synthesizing the original data records in such a way as to minimize the risk of disclosure
of the sensitive information while providing data users with accurate information about the popula-
tion of interest. In this paper we propose a new scheme for disclosure limitation, based on the idea of
local synthesis of data. Our approach is predicated on model-based clustering. The proposed method
satisfies the requirements of k-anonymity; in particular we use a variant of the k-anonymity privacy
model, namely probabilistic k-anonymity, by incorporating constraints on cluster cardinality. Regard-
ing data utility, for continuous attributes, we exactly preserve means and covariances of the original
data, while approximately preserving higher-order moments and analyses on subdomains (defined
by clusters and cluster combinations). For both continuous and categorical data, our experiments
with medical data sets show that, from the point of view of data utility, local synthesis compares very
favorably with other methods of disclosure limitation including the sequential regression approach
for synthetic data generation.

Keywords. Statistical Disclosure Limitation (SDL), synthetic data, probabilistic k-anonymity, mix-
ture model, Expectation-Maximization (EM) algorithm.

1 Introduction

When statistical agencies collect their data from individual data providers, they are required to pro-
tect individual data records from disclosure of sensitive information these records may contain. Dis-
closure of such sensitive information can cause serious damage to both individuals and agencies.
Legal regulations in many countries, such as the Privacy Rule of the Health Insurance Portability and
Accountability Act (HIPAA) in the US, define policies, procedures and guidelines for maintaining the
privacy and security of individually identifiable information.

To protect individual data, direct identifiers, such as names, addresses and social security numbers,
should be removed. However, some risk of identification still exists, for example, by means of linkage
of the released data to external databases. So in addition, released microdata —collections of indi-
vidual records— are typically modified, in order to make disclosure more difficult. In other words,
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statistical disclosure limitation (SDL) methods are applied to the data prior to their release. These
methods can be divided in two groups: masking methods, that release a modified version of the orig-
inal microdata, and synthetic methods, that release artificial records generated from the distribution
representing the original data.

Examples of masking methods include: data swapping, in which data values are swapped for se-
lected records; noise addition, in which noise is added to numerical data values to reduce the likeli-
hood of exact matching on key variables or to distort the values of sensitive variables; and microag-
gregation, a technique similar to data binning, which is briefly reviewed next. See Hundepool et al.
(2010, 2012) for more details.

Microaggregation can be viewed as cardinality-constrained clustering which can be applied to nu-
merical and categorical variables (Torra, 2004; Domingo-Ferrer and Torra, 2005). It consists of a par-
tition step and an aggregation step:

• In the partition step, the set of the original records is partitioned into a number of clusters each
containing at least k records for some preset integer k and with the aim that the records within
each cluster be as homogeneous as possible. For example, for continuous variables, the sum of
squares criterion is a common measure of homogeneity in clustering (Ward, 1963; Edwards and
Cavalli-Sforza, 1965; Hansen et al., 1998). An important feature of microaggregation is that the
number of records per cluster should be at least k, which is a parameter of the method.

• In the aggregation step, an aggregation operator (for example, the mean for continuous data or
the median for categorical ordinal data) is computed and used to replace the original records.
So, the released masked data set consists of the cluster means/medians and the parameter k is
responsible for the utility/risk trade-off.

Regarding synthetic methods, the crux is to obtain a good data generation model. Often synthetic
data are generated using sequential modeling strategies, similar to those used for imputation of miss-
ing data in Raghunathan et al. (2001, 2003). However, if used alone, this method may not be able to
preserve complex relationships between the attributes, such as higher-order interactions and non-
linear relationships between the attributes. This is true especially when the original data consist of
records from various subpopulations where variables have particular relationships, different within
each subpopulation. For example, in healthcare data patient records form natural groups according
to the type of their disease/diagnosis.

Similar problems may be encountered by nonparametric approaches which try to improve on para-
metric methods. For example Caiola and Reiter (2010) and Reiter (2005) propose methods based on
classification and regression trees and also random forests where a separate tree is built for each sen-
sitive attribute. Even if these methods are suited to different types of attributes, they work better for
categorical outcomes or truncated continuous variables that are not smooth, due to the discontinuity
of partition boundaries. In particular, the CART-based approach (Reiter, 2005) may work very well
when synthesis is applied only to a specific subpopulation of individuals (e.g. only individuals with
incomes greater than $100,000 are synthesized). However, if the tree is built on data that include also
records not belonging to that particular subpopulation, the distribution obtained may not accurately
capture the properties of the various sub-populations. Hence, if records from different subpopula-
tions need to be synthesized together, the utility of the resulting data may not be very high.

A possible alternative for disclosure limitation for data sets with complex structure is to combine
features of masking and synthetic methods in a way to preserve their strengths and neutralize their
pitfalls. So, in Dandekar et al. (2002); Muralidhar and Sarathy (2008); Domingo-Ferrer and González-
Nicolás (2010) hybrid methods of statistical disclosure limitation were proposed which allow the data
protector to select the degree of closeness of the protected data to the original data by calibrating
the amount of synthesis involved in the disclosure limitation procedure. For example, Muralidhar
and Sarathy (2008) uses a regression-like scheme with a term responsible for the “proximity” of the
protected data to the original data; Dandekar et al. (2002) relies on latin hypercube techniques, and
Domingo-Ferrer and González-Nicolás (2010) proposes to apply microaggregation to the data and
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then generate synthetic records for each group. In this paper we present a method which resembles
the one in Domingo-Ferrer and González-Nicolás (2010); however, we use a different methodology,
so our method provides better utility guaranties and can be applied not only to continuous data but
to categorical data as well. To assess the performance of the proposed methods, we need to quantify
the amount of distortion of statistical characteristics caused by the method (data utility assessment)
and also the risk associated with the release of the resulting data (disclosure risk assessment).

There are different types of utility assessment: analysis-specific utility measures, tailored to specific
analyses, and broad measures reflecting global differences between the distributions of original and
masked data (see some examples in Domingo-Ferrer et al. (2002); Oganian (2003); Karr et al. (2006);
Woo et al. (2009)). In this paper, we will use both types of measures. One is a broad measure proposed
in Woo et al. (2009) based on propensity scores; hereafter, referred to as propensity score measure.
This measure is suitable for data sets with mixed attributes. It compares favorably with other data
utility measures (Woo et al. (2009)) and was adapted and used by the US Census Bureau ((Drech-
sler, 2011)) We also consider some analysis-specific utility measures, such as the average percentage
change in regression coefficients, their standard errors, and average percentage changes in the third
and fourth moments (attributed to disclosure limitation procedures).

To quantify disclosure risk we will adopt an approach of enforcing a privacy criterion for the released
data that offers a priori guarantees of low disclosure risk. Specifically, we will use a variant of the k-
anonymity criterion, called probabilistic k-anonymity (Soria-Comas and Domingo-Ferrer, 2012; Soria-
Comas, 2013) defined below.

Definition 1 (Probabilistic k-anonymity). A published data set T ′ is said to satisfy probabilistic k-
anonymity if, for any non-anonymous external data set E, the probability that an intruder knowing
T ′, E and the anonymization mechanism M correctly links any record in E to its corresponding
record (if any) in T ′ is at most 1/k.

To contrast the difference between Definition 1 (Probabilistic k-anonymity) and standard k-anonymity
criterion (Samarati and Sweeney, 1998; Ciriani et al., 2008), we give its definition below:

Definition 2 (k-anonymity). A microdata set T ′ is said to satisfy k-anonymity if, for each record
t ∈ T ′, there are at least k − 1 other records sharing the same values for all the quasi-identifier
attributes (quasi-identifiers are the attributes available in external data sets, these attributes can be
used for linkage by intruder).

We realize that the definitions given above may seem rather different to the reader. To help seeing
their similarities, first, we want to note that both probabilistic and standard k-anonymity models are
anonymity-oriented criteria. Anonymity is one of the aspects of data privacy. It usually means that it
is not be possible to re-identify any individual in the published data set. Anonymity can be contrasted
by a different aspect of data privacy, namely, confidentiality or secrecy, which means that the released
data should not allow an attacker to increase its knowledge about confidential information related to
any specific individual (see(Soria-Comas, 2013)).

The meaning of the parameter k in Definitions 1 and 2, however, is not exactly the same. In case
of the standard k-anonymity, it refers to the minimal number of quasi-identifiers that should share
the same values. This is how standard k-anonymity guaranties the upper bound on the probability
of re-identification to be equal to 1/k. And, while the quasi-identifiers are not mentioned in the
definition of probabilistic k-anonymity, and k refers to the reciprocal of the upper bound on the
probability of the re-identification, both criteria establish the same limit on the probability of re-
identification. Furthermore, the ultimate goal the standard k-anonymity criterion is trying to achieve
is not the reinforcement of the indistinguishability of quasi-identifiers per se, but the guarantee that
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re-identification of individuals is limited; in particular, that the upper bound on the probability of re-
identification is equal to some threshold (1/k). Hence, the indistinguishability of quasi-identifiers is
just the way how standard k-anonymity achieves its goal, but it is not the goal by itself. So, from this
point view, the probabilistic and standard k-anonymity are just two variants of the same criterion.
Probabilistic k-anonymity, however, has several advantages over standard k-anonymity due to the
relaxation of the requirement of indistinguishability of quasi-identifiers.

First, from the point of view of utility, it becomes possible to maintain the variability in the released
data set as opposed to the standard k-anonymization which reduces the variability in the released
data therefore worsening its utility. This is especially important for the cases when the number of
quasi-identifiers is big (it is well known that for k-anonymous models the utility degrades rapidly if
the number of quasi-identifiers is increased - ”the curse of dimensionality” (Soria-Comas (2013) and
Aggarwal (2005))).

Second, standard k-anonymity assumes that data protector is capable of discerning between quasi-
identifiers and non-quasi-identifier attributes, that is, he/she is supposed to be able to determine
which attributes may be available externally for the intruder in a non-anonymised data set. Proba-
bilistic k-anonymity, however, does not make such an assumption.

Third, if we consider an informed intruder who knows some values of the confidential attributes,
then such an intruder may use these values for linkage and significantly increase the probability
of re-identification. To protect the data against informed intruders confidential attributes should
be considered as quasi-identifiers as well, so all the attributes become quasi-identifiers. The indis-
tinguishability requirement of k-anonymity in such a case will have a very significant impact on
the utility of the resultant k-anonymous data (Soria-Comas (2013) and Aggarwal (2005))). Several
fixes/alternatives to k-anonymity have been proposed, for example, l-diversity (Machanavajjhala
et al., 2008), t-closeness (Li et al., 2007), etc. However, they are based on the partitioning of the data
set in groups of indistinguishable records and none of those alternatives is free from shortcomings
(see Domingo-Ferrer and Torra (2008)).

On the other hand, the probabilistic k-anonymity criterion is a more general framework focused on
the probability of re-identification, requiring this probability to be at most 1/k. So it achieves the
same level of protection against re-identification provided by k-anonymity and at the same time
allows much more flexibility in data alteration. The data protector can search and apply the method
which offers better utility guarantees and it is possible to preserve the variability in quasi-identifiers
(see Soria-Comas and Domingo-Ferrer (2012); Soria-Comas (2013)).

Last, while discussing privacy models, we have to mention an important privacy criterion origi-
nating in computer science that has received a lot of scientific attention, namely ε-differential privacy
(Dwork, 2006; Dwork et al., 2006; Dwork, 2011) ) and some of its variants, for example, δ-approximate
ε-differential privacy, probabilistic differential privacy (Machanavajjhala et al., 2008), random differ-
ential privacy (Hall et al., 2011), etc. As opposed to k-anonymity, ε-differential privacy is solely based
on the confidentiality aspect of data privacy. Differential privacy provides a very strong level of pri-
vacy guarantees, no matter the intruder’s side knowledge, by limiting the influence of any single
respondent on the released information. It was originally proposed to anonymize the query answers
in query-based systems (interactive setting), rather than to anonymize entire data sets in view of
releasing them (non-interactive setting). In fact, Dwork, the author who introduced differential pri-
vacy, admits in Dwork (2011) that it is impossible “to generate a “noisy table” in a non-interactive
setting that will permit highly accurate answers to be derived for computations that are not specified
at the outset”. Although different relaxations of ε-differential privacy may lead to improved utility of
the resultant data, recent results (Charest, 2012a,b; Fienberg et al., 2010) show that differentially pri-
vate methods achieve their strong privacy guarantees at great cost in data utility, and even specially
designed inferential techniques cannot compensate for that utility loss. Hence, methods for differen-
tially private data releases aim at preserving utility for a certain class of queries: for example, Hardt
et al. (2012) presents a differentially private algorithm producing a synthetic data set that preserves
utility for any set of linear queries (those that apply a function to each record and sum the result, like
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for example count queries). This contrasts with the general-purpose utility preserving data release
offered by the k-anonymity model.

Hence, we focus here on achieving probabilistic k-anonymity rather than ε-differential privacy. This
will allow us to give much more general utility preservation guarantees.

1.1 Contribution and plan of this paper

In this paper we propose a new disclosure limitation method which is based on the idea of local
synthesis that satisfies the requirements of probabilistic k-anonymity. The procedure consists of clus-
tering the original data subject to constraints on cluster cardinality and then synthesizing the records
within each cluster. The proposed expressions for the constraints aim to prevent too detailed local
synthesis. In particular, we want to prevent formation of very small clusters, so we impose lower
bound constraints on cluster membership probabilities.

We assert that to obtain good results, the clustering procedure should be model-based. In this case the
distribution of the obtained clusters may better conform to a particular type, that is, the type used in
the mixture model. When the records are synthesized on the next step, the same type of distribution
can be used by the synthesizer. For example, if the clustering algorithm is such that it produces
approximately normally distributed clusters, then a normal model can be used in the synthesis step,
which can help to reduce information loss.

For continuous data, we analytically show that our method exactly preserves means and covari-
ances; also, it approximately preserves higher-order moments, with the quality of the approximation
improving as data within the clusters approach normality. Furthermore, moments are also approxi-
mately preserved over subdomains defined by clusters and cluster combinations. Finally, we present
an empirical comparison for continuous and categorical real medical data using different types of
utility measures. This comparison shows that our method is able to provide better utility guarantees
than fully synthetic data obtained via multiple imputation with sequential regressions and other SDL
methods as well.

The core idea of the method is described in Section 2. In Section 3 we outline the local synthesis
approach for continuous attributes, and in Section 4 we present some utility properties of the method.
The results of a numerical experiment with continuous medical data are reported in Section 5. In
Section 6 we describe the scheme for mixed categorical and continuous attributes, and in Section 7
we report the results of numerical experiments with mixed continuous and categorical attributes.
Finally, in Section 8 we provide a concluding discussion and sketch lines for future work.

Parts of this paper were presented in the conference paper (Oganian and Domingo-Ferrer, 2012),
which described just a basic idea of local synthesis for continuous data only and without charac-
terization of disclosure risk. In this paper, we further developed our method. Constraints on the
cluster sizes to achieve probabilistic k-anonymity, the extension to mixed categorical and continuous
attributes (Section 6) and the experiments with those mixed data (Section 7) are presented for the first
time. Furthermore, Sections 1, 2, 3, 5 and 8 have been substantially expanded.

2 Local synthesis using mixture models

As mentioned in the introduction, our idea is to use a model-based clustering algorithm with con-
straints imposed by the requirements of probabilistic k-anonymity and then synthesize from a mix-
ture model obtained in the previous step. If a mixture model is used to model the data, then the
density of the entire data set can be represented as

f(x) =

G∑
g=1

πgfg(x|θg), (1)
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where πg is the probability that an observation belongs to the g-th cluster (πg ≥ 0;
∑G
g=1 πg = 1),

fg is the multivariate density function of the g-th cluster and θg are the parameters of fg . The form
of fg depends on the type of the attribute, i.e. continuous or categorical. Cluster membership is
the unobserved part of the data, so the “complete data”, which include observed and unobserved
attributes, can be represented by yi = (xi,zi), where zi = (zi1, · · · , ziG) is a latent variable, with
zig = 1 if xi belongs to the cluster g and zig = 0 otherwise.

Our choice of model-based clustering is explained by the fact that the mixture model is a very flexible
and powerful tool. In particular, if the number of latent classes (i.e. clusters) is sufficiently large, the
mixture model has the ability to accurately represent the first, second, and higher-order observed
moments of the continuous response attributes. For categorical variables, these moments are the
univariate distributions, bivariate associations, and the higher-order interactions. Also, by using
mixture models, we will be able to preserve important distributional characteristics not only of the
overall original data set, but also of its subdomains.

Furthermore, this approach may be particularly suited to healthcare data because in many areas of
medical research mixture models are used to classify individuals into disease categories. Hence,
preservation of the distributional characteristics within these meaningful classes can be considered
as a desirable feature for the user.

Our method can be classified as hybrid data generation because, by varying the number of clusters,
the resultant data become more or less similar to the original data. If there is only one cluster, we
have a fully synthetic data. If the number of clusters approaches the number of records, then the
resultant data become very similar to the original data. In this way, each cluster can be regarded as
a constraint on the synthetic data generation, that is, the more constraints, the less freedom there is
for generating synthetic data, and the output looks more like the original data. While there is no
correspondence between the individual records, there is, however, the correspondence between the
clusters in the original and hybrid data set. Such a correspondence between the clusters implies the
possibility of re-identification, especially if the cardinality of clusters is not restricted from below. In
fact, if the intruder (in the worst case scenario) is able to identify a small group of records (a small
cluster) in the hybrid data set that contains the (original) record of his/her interest, then we can say
that a form of re-identification has occurred. That is why it is important to reinforce the criteria of
probabilistic k-anonymity by limiting from below the number of records each cluster can have in
order to hide each record within a group of at least k other records. So, we set the lower bound on
cluster cardinality to be equal to k. Since the records are synthesized within clusters, the probability
of re-identification is naturally limited by 1/k.

Finally, we would like to add that model-based clustering methodology was used before in different
settings of privacy preserving data mining. For example, Lin et al. (2005) describes a method for
performing model-based clustering on distributed data in a secure way. Their goal, however, was not
to produce synthetic data that can be released to public for general purpose, but rather to carry out the
procedure of model-based clustering on their data in a secure way. On the other hand, a synthetic data
generation scheme based on the mixture model is described in Lee (2009). This method, however,
doesn’t satisfy any privacy criterion and is only applicable for categorical variables. Another example
of application of mixture model methodology in the context of privacy preserving data mining can
be found in Pathak and Raj (2012). This work describes a discriminatively trained Gaussian mixture
model-based classification algorithm that satisfies differential privacy. Similar to Lin et al. (2005), the
algorithm proposed in Pathak and Raj (2012) was designed for a specific data use - classification. So,
to the best of our knowledge, the methodology of model-based clustering was not used in the context
of general-purpose synthetic microdata release that satisfies some privacy criterion.

3 Local synthesis for continuous attributes

The implementation of local synthesis using model-based clustering depends on the type of attribute.
We will start with continuous variables. For continuous attributes we will use a Gaussian mixture

TRANSACTIONS ON DATA PRIVACY 10 (2017)



Local synthesis for disclosure limitation ... 67

model. There are two reasons for such a choice: (1) density estimation theory guarantees that any dis-
tribution can be effectively approximated by a mixture of Gaussians (Scott, 1992; Silverman, 1986);
(2) synthesizing multivariate normal data (that is, generating data from the multivariate normal
mixture) is fast computationally. For a Gaussian mixture, Equation (1) becomes a weighted sum
of multivariate normal densities fg(x|θg), where the distribution parameters θg are represented by
the within-cluster mean vector µg and the covariance matrix Σg . Data generated by multivariate
normal densities can be represented by groups of ellipsoid clusters centered at mean vectors µg . The
geometric characteristics of the cluster are determined by the covariance matrices Σg . To speed up
the estimation procedure, constraints on the covariance matrix structure can be introduced. This will
reduce the number of parameters to be estimated. For example, the following constraints can be used:
Σg = λI , where all clusters are spherical and of the same size; or Σg = Σ, where all clusters have
the same covariance and size, but do not need to be spherical. It is of course possible to use an unre-
stricted covariance matrix Σg , where each cluster may have a different geometry (Fraley and Raftery,
2002; Celeux and Govaert, 1995). In such a case the number of model parameters to be estimated is
G(d+ d(d+ 1)/2 + 1)− 1, where d is the dimensionality of the data.

The EM algorithm can be used to find maximum likelihood estimates ofµg , Σg , and πg . In particular,
in the E step of the EM algorithm a probability of assigning record i to cluster g is estimated for each
i ∈ {1, · · · , n} as

ẑig ←
π̂gfg(xi|θ̂g)∑G
j=1 π̂gfj(xi|θ̂j)

. (2)

For the M step, estimates of the means µg , covariance matrices Σ̂g , and probabilities πg have closed-
form expressions and can be found in the literature (Celeux and Govaert, 1995). However, we will not
use the expression for πg exactly as given in Celeux and Govaert (1995), namely π̂g =

∑n
i=1 ẑig/n, be-

cause such π̂g’s can be arbitrarily small and the corresponding clusters would have very few records.
As we mentioned in section 2, even though there is no correspondence between the individual records
in the original data and the resultant synthetic data, there is, however, correspondence between the
clusters. If there are less than k records in a cluster the requirements of the probabilistic k-anonymity
criterion will not be satisfied.

So, we propose to update the vector πg after each M step according to the following rule

π̂newg =
π̂g + δ∑G

g=1(π̂g + δ)
, (3)

where δ is computed as

δ =

0, if π̂g ≥ k
n

for all g ∈ {1, · · · , G},
k
n
−πmin

1− k
n
G
, otherwise,

(4)

where πmin is the minimal cluster membership probability, corresponding to the smallest cluster. It
is easy to verify that, by imposing such constraints,

∑G
g=1 π̂

new
g = 1. Also πnewmin will be equal to k/n:

πnewmin =
πmin + δ

1 +Gδ
=

(1− k
n
G)πmin + k

n
− πmin

1− k
n
G+G( k

n
− πmin)

=
k
n
(1− πminG)

1− πminG
=
k

n
(5)

Furthermore, if π1 ≤ π2 ≤ · · · ≤ πG then πnew1 ≤ πnew2 ≤ · · · ≤ πnewG . In this way all the π̂g’s become
greater than or equal to k/n. This will satisfy the requirements of probabilistic k-anonymity. In
addition to the aforementioned property, this transformation tends to make the cluster membership
probabilities (when δ 6= 0) more uniform in distribution. In particular, the πg’s become bigger for
small clusters and smaller for large clusters. The πg’s remain unchanged for clusters with πg = 1

G
.
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These properties are easy to verify. For example, let πg = 1
G
− ε, where 0 < ε < 1

G
and πmin <

k
n

,
then

πnewg =

1
G
− ε+ k/n−πmin

1−k/nG

1 + G(k/n−πmin)

1− k
n
G

=
1
G
− ε+ εk/nG− πmin

1− πminG
>

>
1
G
− ε+ επminG− πmin

1− πminG
=

( 1
G
− ε)(1− πminG)

1− πminG
= πg

In a similar way it can be shown that πnewg < πg for those clusters for which πg > 1
G

and πnewg = πg
for the clusters with πg = 1

G
.

The change in cluster membership probability depends on the difference between πg and the uniform
probability 1

G
, and it also depends on the difference between πmin and the security constraint k

n
. Con-

sequetly, the smallest clusters will get the largest increase increase in cluster membership probability.
(The larger the difference between πg and the uniform probability 1

G
the larger the change.) Simi-

lar reasoning holds for the clusters with πg > 1
G

, but their probabilities will decrease. In this way,
the protection provided to the records in different clusters becomes more uniform. Furthermore,
we would like to add that these are not drastic changes, but rather small increases and decreases in
membership probabilities.

Note that this transformation is equivalent to Laplace or additive smoothing with a specific smooth-
ing parameter.

To choose the number of clusters and the parameterization of covariance matrices which define the
shape of the clusters, we use the Bayesian Information Criterion, BIC (Schwarz, 1978):

BICg = 2 log p(D|θ̂g,Mg)− νg log(n), (6)

where D is the data and νg is the number of independent parameters to be estimated in model Mg .

The literature on model-based clustering suggests that the model choice based on BIC provides good
results from the data utility perspective (Campbell et al., 1997, 1999; Fraley and Raftery, 1998; Stan-
ford and Raftery, 2000). In our experiments, we also noticed that model selection based on BIC led
to the creation of well populated clusters, which is good from the disclosure risk perspective. It also
means that the algorithm may not need to update the cluster membership probabilities very often
using Equations (3) and (4); yet, this, of course, depends on the value of k.

Finally, let us give intuitive reasoning why generating data from a mixture model may be better
from the utility point of view than applying a non-model-based clustering method, such as microag-
gregation, and then synthesizing records within each cluster using any synthesizer as it is done in
Domingo-Ferrer and González-Nicolás (2010). If we apply non-model-based clustering to the data
and then synthesize the records for each cluster, we would have to decide what models should be
used for data synthesis in different clusters. This is a complex task especially if it needs to be repeated
for each cluster. So, to make the whole procedure feasible the model for each cluster needs to stay
relatively simple. However, distributional properties of clusters obtained as a result of non-model
based clustering are generally unknown. Therefore, a simple model for synthesis may not conform
well to those clusters. On the other hand, a multivariate normal model may be a good choice for syn-
thesis in each cluster when clustering was model-based, in particular, when the multivariate normal
mixture was used. To better understand this, let us consider the clusters that can be obtained from
EM for mixture of multivariate normal distributions. Strictly speaking, EM does a “soft” assignment
of the records to the clusters by computing the probability zig of record i belonging to every cluster
g ∈ {1, · · · , G}; however, in order to understand the properties of the clusters we have to actually
form them, so we will make hard assignments of records to the clusters. A record iwill be assigned to
the cluster with the largest value of zig , given by Expression (2). This is to say that it will be assigned
to the cluster g for which the expression π̂gfg(xi|θ̂g) is maximal. Subject to the cluster size, the record
will end up in the cluster where it fits best according to the desired cluster distribution (normal). For
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example, a point may be much closer to cluster 1 than to cluster 2 distance-wise; however, f1(xi|θ̂1)
may be much smaller than f2(xi|θ̂2) even after multiplying by the corresponding π̂g , meaning that
the point does not really conform to the normal distribution of the cluster 1, so it will be assigned
to cluster 2, where it will better fit its corresponding distribution (or disturb it less). Thus a certain
tendency towards normality appears within these clusters.

Next, by using BIC we choose a number of clusters and a parameterization of the covariance matrix
that maximize the fit of the normal mixture to the data since the formula for BIC includes the log-
likelihood function, and this log-likelihood is normal in our case. This may create a tendency towards
the formation of normal clusters as well.

In this way when we generate hybrid data using the multivariate normal mixture, the actual distri-
bution of the clusters and the distribution of the synthesizer model might be more similar to each
other than the distribution of the clusters obtained by microaggregation and the (multivariate nor-
mal) synthesizer model.

4 Analytical properties for continuous attributes

The proposed method preserves the mean vector and the covariance matrix within the clusters. In
general, these characteristics are preserved in expectation. It is also possible (and we did it in our
experiments) to generate clusters with sample means and sample covariance matrices equal to the
corresponding means and covariance matrices of the original clusters. This involves simple trans-
formation based on shifting and scaling. R package command mvrnorm (package MASS) with the
option empirical=TRUE was used for that.

Preservation of the mean vector for the overall data set follows from its preservation within each
cluster and from the fact that we generate the same number of records for each cluster in the locally
synthesized data as in the original data.

The covariance matrix for the overall data set is related to the covariance matrix of the clusters as

Σ =

G∑
g=1

πg(Σg + MDIFg), (7)

where Σg is the covariance matrix of the locally synthesized data in the cluster g and MDIFg is the
following matrix:


(µg1 − µ1)

2 · · · (µg1 − µ1)(µgd − µd)
(µg2 − µ2)(µg1 − µ1) · · · (µg2 − µ2)(µgd − µd)

. . .
(µgd − µd)(µg1 − µ1) · · · (µgd − µd)

2

 .

In MDIFg , µi is the mean of variable Xi for the overall data set and µgi is the mean of variable
Xi over cluster g. Because in the original and locally synthesized data the overall means µi and the
cluster means µgi are preserved, matrices MDIFg are the same in the original and locally synthesized
data. Cluster covariances Σg are also preserved, so the overall covariance Σ will be preserved, too.

We want to note that sometimes a meaningful subpopulation in the data, for example, a group of
patients with the same type of disease does not have a normal distribution. In such a case it is often
represented by a mixture of normal components. Note that, using the same reasoning as above, we
can see that the first two moments of this complex group will be preserved as well. In fact, the first
two moments of any union of normal components will be preserved.

Now let us consider higher-order moments (third order and above). Preservation of these moments
depends on the distribution within the clusters of the original data. Let us consider a generic central
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moment E[(X1 − µ1)
s1(X2 − µ2)

s2 · · · (Xd − µd)sd ]. Let Xmi be the variable i in the locally synthe-
sized data. Since the cluster and overall means are preserved, we will omit the index m (denoting
locally synthesized data) in the expressions for the means. Hence, for the locally synthesized data,

the moment E
[∏d

i=1(Xmi − µi)si
]

is

G∑
g=1

πgE
[ d∏
i=1

(Xmgi
− µgi + µgi − µi)

si
]
=

=

G∑
g=1

πgE
[ d∏
i=1

(

si∑
li=0

(
si
li

)
(Xmgi

− µgi)
li(µgi − µi)

si−li)
]
=

=

G∑
g=1

πgE
[ s1∑
l1=0

s2∑
l2=0

· · ·
sd∑
ld=0

d∏
i=1

((si
li

)
(Xmgi

− µgi)
li×

× (µgi − µi)
si−li

)]
=

=

G∑
g=1

πg

s1∑
l1=0

s2∑
l2=0

· · ·
sd∑
ld=0

d∏
i=1

((si
li

)
(µgi − µi)

si−li
)
×

×NormMg(l1, l2, · · · , ld), (8)

where NormMg(l1, l2, · · · , ld) = E[
∏d
i=1(Xgi −µgi)

li ] is the normal mixed central moment forX ∼
N(µg,Σg) over cluster g. The expression for NormMg(l1, l2, · · · , ld) can be found in the literature,
for example in Phillips (2010).

Note that NormMg(l1, l2, · · · , ld) should be computed only for those moments for which
∑d
i=1 li is

even, because all other moments are equal to 0.

Taking into account that our method preserves the first two moments, the difference between the
corresponding moments computed on the original and locally synthesized data is the following:

E
[ d∏
i=1

(Xmi − µi)
si
]
− E

[ d∏
i=1

(Xoi − µi)
si
]
=

=

G∑
g=1

πg
(( s1∑

l1=0

s2∑
l2=0

· · ·
sd∑
ld=0︸ ︷︷ ︸∑

li>2 and even

d∏
i=1

((si
li

)
(µgi − µi)

si−li
)
×

×
(
NormMg(l1, l2, · · · , ld)−Mg(l1, l2, · · · , ld)

))
−

−
( s1∑
l1=0

s2∑
l2=0

· · ·
sd∑
ld︸ ︷︷ ︸∑

li>1 and odd

d∏
i=1

((si
li

)
(µgi − µi)

si−li
)
×

×Mg(l1, l2, · · · , ld)
))
, (9)

where subscripts ”o” and ”m” denote the original and locally synthesized data, respectively, and
Mg(l1, · · · , ld) are the moments computed in the gth cluster of the original data.

The difference between the original and locally synthesized moments depends on the non-normal
properties of the clusters of the original data. Obviously, if all the clusters in the original data are
normally distributed then all the moments will be preserved by our local synthesis scheme. As we
noted in section 3, the distribution of the clusters should tend to normality; hence, the first term on
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the right-hand side of equation (9), which reflects the difference between “even” moments, should
not be very big, and the second term should be close to zero.

We want to note that even though in our experiments some clusters were not normal the overall
utility of the resultant data was still high, as shown in Section 5 below. A possible remedy for non-
normality in some clusters would be to include a non-normal component/components in the mixture.
A multivariate t-distribution can be used for such a component because it provides a longer tailed
alternative to the normal distribution.

5 Experimental results with continuous data

The procedure described above was implemented using R software and evaluated on two medical
data sets:

• The first data set, called THYROID, was obtained from the UCI Machine Learning Reposi-
tory (Bache and Lichman, 2013). It contains measurements of the following five continuous
attributes: AGE (patient’s age), TSH (thyroid-stimulating hormone), T3 (triiodothyronine),
T4U (thyroxine utilization rate), FTI (free thyroxine index). There are 2,800 records in this
data set.

• The second data set, called NEOPLASM, was extracted from the Patient Discharge Data for
2010. This data set can be obtained from the California’s Office of Statewide Health Planning
and Development (OSHPD, 2010). The following numerical attributes were selected for the
patients whose principal diagnosis was some kind of neoplasm: AGE Y RS (age in years),
LOS (length of stay from admission to discharge in days), CHARGE (in dollars). There are
19,502 records in this data set.

We applied our method to the THYROID and NEOPLASM data sets with the parameter k = 60
corresponding to the minimal number of records per cluster to guarantee k-anonymity. Since the
EM algorithm is sensitive to the initial solution, we initialized EM with the result of a model-based
hierarchical agglomerative clustering, which approximately maximizes the classification likelihood
(as suggested in Fraley and Raftery (2002)).

As for the number of clusters, we considered from 2 to 10 clusters, and computed the BIC for each
case. The model for which BIC was maximal was chosen. So, for the THYROID data six clusters (179,
232, 440, 325, 708 and 63 records) and unconstrained covariance matrices was chosen by BIC. For the
NEOPLASM data, we obtained a model with 9 clusters with equal shape but different orientation and
volume. The sizes of clusters ranged from 93 to 3625 records. From now on we denote our method
by Hybrid.

For the sake of comparison we also generated data sets where the clustering step was done by MDAV
multivariate microaggregation (Domingo-Ferrer and Torra, 2005), and the data synthesis within each
cluster was done using a synthesizer that preserves means and covariance matrices, as described
in Domingo-Ferrer and González-Nicolás (2010). Denote this method by Hybridmicro. To achieve a
fair comparison with the model-based approach we set the microaggregation parameter k equal to
the average cluster size in the Hybrid method for the respective data set. This is necessary because
microaggregation implicitly sets an upper bound on the cluster size which is equal to 2k − 1 records
(Domingo-Ferrer and Mateo-Sanz, 2002), thereby producing many more clusters than Hybrid for the
same value of k. Thus, for the THYROID data set, the microaggregation parameter k was set to 324
records per cluster and, for the NEOPLASM data set, it was set to k = 2166 for Hybridmicro method.
In this way, THYROID was divided into 6 clusters and NEOPLASM into 9 (same as in Hybrid).

The obtained hybrid data sets were compared with fully synthetic data. For synthetic data genera-
tion we used a method based on multivariate sequential regressions described in Raghunathan et al.
(2003); Reiter (2002); Little et al. (2004) and implemented in the free multiple imputation software
IVEware (Raghunathan et al., 2011).
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Other methods used for comparison were plain multivariate microaggregation MDAV (Domingo-
Ferrer and Torra, 2005), denoted by Micro, and noise addition, which are perturbation methods. Mul-
tivariate microaggregation was performed with k = 20 records per cluster for THYROID and k = 200
for NEOPLASM. The choice of k was made empirically to reach a reasonably fair comparison with
the other methods. Since Hybrid and HybridMicro restore the variance within the clusters and Micro
does not, it would be unfair to compare them with Micro with k = 2166 records per cluster for NEO-
PLASM data, because such microaggregated data would have only 9 distinct records. With k = 200
there are 97 different records, which is a much better case. Similar considerations apply to justify the
k = 20 used in THYROID.

We used the implementation of MDAV microaggregation available in the sdcMicro R package (Templ,
2008) for our method Micro and the first step of HybridMicro. Regarding noise addition, we used a
version that preserves the mean vector and the covariance matrix. This method was implemented in
the following way

Xm = E[Xo] +
(Xo − E[Xo]) +E√

1 + c
, (10)

where Xm is the masked data, Xo is the original data, E[Xo] denotes the expectation of Xo, E is
random noise withN(0, cΣo), Σo is the covariance matrix of the original data, and c is the parameter
of the method which regulates the amount of the noise added to the data. We used c = 0.15, as
recommended in the literature (Oganian, 2003; Oganian and Karr, 2006; Woo et al., 2009). We call this
method Noise.

To evaluate the data quality provided by these methods, we chose a generic measure of data utility
suitable for data with different types of attributes, continuous and categorical, and for a number of
analyses: the propensity score measure (Woo et al., 2009). This measure assesses the discrepancy
between the distribution of the original and the protected data. It is based on discrimination between
the original and the disclosure-protected data: protected data that are difficult to distinguish from
the original data have relatively high utility. As noted in Drechsler and Reiter (2009) and Drechsler
(2011) it can be quite useful for synthetic methods and has been adapted by the US Census Bureau.

Below are the details of the propensity score utility metric. The propensity score is defined as the
probability that a binary variable T (which can take values 0 or 1) is equal to 1, given covariate
values x. As Rosenbaum and Rubin (1983) shows, T and x are conditionally independent given the
propensity score. Thus, when two large groups have the same distribution of propensity scores, the
groups should have similar distributions of x.

This theory suggests an approach for measuring data utility. First, we merge (by “stacking”) the
original and masked data sets, adding a variable T that equals one for all records from the masked
data set and equals zero for all records from the original data set. If variables have been dropped
as part of the masking, they are also dropped in computation of propensity scores. Secondly, for
each record in the original and masked data, we compute the probability of being in the masked
data set—the propensity score. Propensity scores can be estimated via a logistic regression of the
“masked/original” variable T on functions of all variables x in the data set. The propensity scores
are the predicted probabilities in this logistic regression (Cox and Snell, 1989). In our experiments we
used the regression model with all main effects and interactions from first to the third order among
all the variables.

Thirdly, we compare the distributions of the propensity scores in the original and the masked data.
When those distributions are similar, the distributions of the original and masked data are similar,
and so data utility should be relatively high. The similarity of the propensity scores for the masked
and original observations can be assessed in different ways. We will use the summary proposed in
Woo et al. (2009):

Up =
1

N

N∑
i=1

[p̂i − 1/2]2 , (11)

where N is the total number of records in the merged data set and p̂i is the estimated propensity
score for unit i. According to Woo et al. (2009), when the original and masked data have the same
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Table 1: Continuous data. Propensity score utility (multiplied by 2N for better representa-
tion) for various methods (lower values mean better utility)

Method Thyroid Neoplasm
Hybrid 23.07 68.44
HybridMicro 106.70 142.13
Noise 301.11 119.68
Synthetic 565.56 1390.37
Micro 276.11 105.01

Table 2: Average percentage change in regression coefficients and standard errors (the av-
erage is over all regressions on THYROID and NEOPLASM)

Method Reg. coef Std. error
Hybrid 0.6% 0.35%
HybridMicro 0.7% 0.3%
Noise 4.6% 1.44%
Synthetic 12.53% 3.05%
Micro 8.94% 2.41%

distribution, the propensity scores of all the records in the merged data set are approximately equal to
1/2 (if the original and masked file have the same number of records) and hence the above summary
Up should be near zero. Intuitively, this corresponds to the maximum uncertainty in the classification
of the records as masked or original.

The results for different methods are shown in Table 1. These are average values of data utility for
30 realizations of protected data sets obtained from the same original data set by the application of
Hybrid, HybridMicro, Synthetic and Noise; for Micro a single realization was enough because it is a
deterministic method. We see that both hybrid methods, Hybrid and HybridMicro, by far outperform
the fully synthetic method Synthetic (smaller values mean better utility). Further, Hybrid is the best
method in terms of utility. We noticed that Hybrid performs better than HybridMicro even if we in-
crease the number of clusters for HybridMicro. For example, in the case of the THYROID data set,
when we changed the aggregation level from 324 records per cluster to 60 for HybridMicro, thus in-
creasing the number of clusters from 6 to 32, the average utility for HybridMicro was about 40, which
is still significantly worse than the utility of Hybrid with only 6 clusters. Recall that reducing the
number of clusters without losing utility may be desirable because higher levels of aggregation can
be expected to result in lower disclosure risk.

In addition to the propensity score utility metric, which is a generic utility measure, we considered
some measures specific to a particular statistical analysis, for example, a linear regression. The Hybrid
method preserves very well all the regression coefficients and their standard errors in the resulting
protected data. In particular, we performed linear regressions on THYROID and NEOPLASM (by
regressing every variable in each data set on all the other variables in the corresponding data set).
Table 2 contains the average percent change in regression coefficients and standard errors. Average
percentage change here is the ratio |rorig−rmasked|

|rorig|
, where rorig and rmasked are the statistics of interest

(regression coefficient, std. error) computed on the original and masked data correspondingly.

Hybrid methods appear to be the best ones in terms of preservation of regression coefficients and their
standard errors. This result is attributed to the fact that both hybrid methods by design preserve the
first two moments.

The advantage of Hybrid method over HybridMicro is apparent when we consider higher-order mo-
ments. For example, the average percentage change over the third and fourth order moments for the
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Table 3: Average percentage change in 3rd and 4th-order moments (THYROID data)
Data set 3rd order moments 4th order moments
Hybrid 0.6% 1.6%
HybridMicro 1.9% 5.1%
Noise 1.1% 2.5%
Synthetic 17% 33.7%
Micro 1.4% 1.6%

overall protected THYROID data are given in the Table 3. We can see in Table 3 that Hybrid compares
very favorably with other methods.

In general, the utility of our approach depends on the value of the parameter k (the parameter of the
probabilistic k-anonymity criterion). This value sets the minimal number of records per cluster for
our method. For example, for the THYROID data when we increased k from 60 to 200, the propen-
sity score utility measure increased to 77, which was still better than the utility of other methods,
including HybridMicro. Estimates of regression coefficients and their standard errors did not change.
When we increased k to 400, the propensity score utility increased to 95, which was still better than
the score of other methods. A similar tendency was observed for the NEOPLASM data.

Concerning the disclosure risk, Hybrid and HybridMicro both satisfy the requirements of probabilistic
k-anonymity. Noise does not satisfy the requirements of probabilistic k-anonymity. Micro satisfies
them, but the value of k was set much smaller than the value of k for the hybrid methods, in order
to achieve a fair utility comparison with other methods. As a result, the microaggregated data set
has higher risk compared to Hybrid and HybridMicro. The Synthetic method obviously satisfies the
requirements of probabilistic k-anonymity with the highest possible value for k (k = n). However, as
we can see from the tables above, it does not compare very well with the other methods in terms of
utility.

6 Local synthesis for continuous and categorical attributes

Our approach for hybrid data generation can be extended to data with continuous and categorical
attributes. To incorporate categorical variables in the scheme, we will use a version of the modified
latent class model (Lazarsfeld, 1950).

In Latent Class Analysis (LCA), an unobserved “clustering variable” (with categories corresponding
to specific clusters) is a “latent” variable. It is assumed that this variable “explains” all the relation-
ships between the observed categorical attributes. Hence, conditional upon the values of the latent
variable, the responses to all the observed categorical attributes are assumed to be statistically inde-
pendent —a so-called “local” independence assumption in LCA.

Let us introduce some notation. Suppose that for individual respondents i = 1, · · · , N , we observe
J polytomous categorical attributes, with the j-th attribute having Cj possible outcomes. For i =
1, · · · , N , j = 1, · · · , J and c = 1, · · · , Cj , let Yijc be a binary attribute such that Yijc = 1 if respondent
i gives the c-th response for the j-th attribute, and Yijc = 0 otherwise.

The parameters that are estimated by the latent class model are the proportions pg of observations in
each class g (with

∑
g pg = 1) and the probabilities πjcg of category c for the attribute j conditional

on latent class g. The probability that an individual i has a particular set of categorical responses is

P (Yi) =

G∑
g=1

pg

J∏
j=1

Cj∏
c=1

(πjcg)
Yijc .
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To generate multivariate data with mixed continuous and categorical attributes which are not neces-
sarily independent, we propose a two-step approach. First, we will generate continuous attributes
using the mixture model as described in Section 3. Then, we will estimate the parameters of categori-
cal attributes using a generalization of the latent class model, called the latent class regression model
(Dayton and Macready, 1988; Hagenaars and McCutcheon, 2002), where the mixing proportions pg
depend on the values of the continuous attributes. For such a model the log-likelihood function is

l =

N∑
i=1

ln

G∑
g=1

pg(Xi)

J∏
j=1

Cj∏
c=1

(πjcg)
Yijc , (12)

where Xi are the observed continuous attributes for individual i and pg(Xi) are the latent class
membership priors for the categorical variables that are dependent on continuous attributes. pg(Xi)
can be computed using multinomial logistic regression. Details can be found in the literature (Dayton
and Macready, 1988; Hagenaars and McCutcheon, 2002).

To guarantee that the requirements of probabilistic k-anonymity are satisfied, we propose to incor-
porate constraints on cluster cardinality (as with continuous variables). First, we note that Equation
(12) has the property that, ignoring covariates, the likelihood function has the latent class form

l =
N∑
i=1

ln

G∑
g=1

p∗g

J∏
j=1

Cj∏
c=1

(πjcg)
Yijc . (13)

p∗g here represents the mean prevalence of the g-th class by averaging over the distribution of contin-
uous variables X .

As in the latent class model, estimates of p∗g can be computed in the M-step of the EM algorithm as

p∗g =

n∑
i=1

ẑig/n. (14)

where ẑig are the posterior class membership probabilities, estimated on the E-step (see the formula
in Bandeen-Roche et al. (1997)).

Hence, similar to the case of continuous variables, we can update p∗g using Equations (3) and (4).
Denote by p∗oldg the old version and by p∗newg the updated version. If p∗newg is different from p∗oldg ,
then we will recalculate zig as

znewig = zig + (p∗newg − p∗oldg )/n. (15)

It is easy to show that the vector znewg is the closest to zg according to the two-norm.

The E and M-steps are repeated until convergence by assigning the new parameter estimates to the
old ones. Then categorical variables are generated using the values of the parameters estimated
above.

In regard to computational complexity of the algorithm, we want to note that the computational
burden of the proposed approach is mainly due to the model estimation part, that is, the E and M
steps of the EM algorithm. Each iteration requires O(Gnd) computations. The total run time of the
algorithm depends on the number of iterations required for convergence, and the latter depends on
the convergence threshold used. In our experiments we observed that the number of iterations until
convergence was not greater than twelve. The total run time for our data sets was less than two
minutes on a MAC with a 2.7 GHz processor and a 16GB RAM.

For very big data sets (with many thousands of records and hundreds of variables), some adjustments
can be done to increase the computational speed. In particular, methods of dimensionality reduction,
such as principal components and subsampling can be used prior to the application of the method

TRANSACTIONS ON DATA PRIVACY 10 (2017)



76 Anna Oganian, Josep Domingo-Ferrer

(Fraley et al., 2005; Wehrens et al., 2004). For high-dimensional data we can also impose restrictions
on the cluster models; for example, for continuous variables we may consider only spherical or di-
agonal models thereby reducing the number of parameters that need to be estimated for the cluster
covariance matrices.

Nonetheless, in the case of non-interactive one-time data release, which is the focus of this paper, the
amount of time spent on model estimation does not have such a crucial importance as in interactive
query-based systems. The increase in the run time for finding an adequate model for data generation
can be justified when the utility of the resultant data is high.

7 Experimental results with continuous and categorical at-
tributes

The procedure described in Section 6 was implemented and applied to the THYROID data set with
both continuous and categorical variables. In addition to the continuous variables AGE, TSH, T3,
T4U, FTI described in Section 5 we also included fifteen categorical attributes, which were avail-
able on the UCI Machine Learning Repository. These variables are: Sex, On Thyroxine, Query On
Thyroxine, On Antithyroid Medication, Sick, Pregnant, Thyroid Surgery, I131 Treatment, Query Hy-
pothyroid, Query Hyperthyroid, Lithium, Goitre, Tumor, Hypopituitary, Psych (Quinlan, 1987). All
these variables are dichotomous. As we mentioned in Section 5, application of our Hybrid method
led to creation of six clusters for the continuous attributes, so we used a model with six latent classes
here as well, and parameter k = 60 (minimal number of records per cluster). For the sake of compar-
ison we also generated a fully synthetic data set based on the THYROID file. We used a sequential
regression method where categorical and continuous attributes were generated, respectively, using
logistic and normal linear regression.

To compare the Synthetic and Hybrid methods, we used the propensity-based information loss mea-
sure. To compute propensity scores, we used a model that includes all main effects and interactions
between continuous variables, continuous - categorical interactions and some categorical interactions
(we didn’t include all the interactions in order not to get overparameterized model).

The resulting data utility measure for Hybrid was 121 and for Synthetic it was 690.55, showing that
the Hybrid method significantly outperforms the Synthetic method. The advantage of Hybrid over
Synthetic was always present, no matter what models we used to compute propensity scores, or
whether the models included only main effects or many different interactions.

8 Concluding discussion and future work

Model-based clustering followed by generation of synthetic records using parameters estimated in
the clustering step seems to be quite a promising and flexible approach to achieve k-anonymous
releases of healthcare data.

In our experiments with continuous and categorical variables, this approach outperformed other
disclosure limitation methods which were considered for comparison including the fully synthetic
data generator based on sequential regressions. This suggests that global synthesis of data sets with
complex structure may not perform very well in terms of data utility. In contrast, local synthesis
may be the best option, provided that clustering is model-based. Indeed, a proper combination of
clustering and synthesis may capture the properties of the data which are hard to model on the
global data set.

Our method is also flexible in the sense that, by increasing or decreasing the number of clusters, we
can obtain data that resemble the original data more or less closely.
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Finally, we want to add that the availability of the diagnosis variable in many medical data sets can
be informative for the data protector about the model; in particular, the number of diagnosis/disease
categories can give an idea about the possible number of mixture components. We also believe that
the use of model-based clustering to classify individuals into disease categories in many areas of
medical research should make our method more appealing to the potential data users.

In the future we plan to continue investigating a hybrid approach for disclosure limitation. Some of
the directions of our future work are the following:

• Investigate and compare different mixture models with different component distributions;

• For disclosure limitation of categorical variables, investigate the possibility of relaxing the local
independence assumption from the point of view of data utility and disclosure risk;

• Explore local masking, that is, the combination of clustering and within-cluster masking, in a
way parallel to the local synthesis proposed in this paper.
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