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Abstract

The key role of the molecular orbitals in describing electron transfer processes is
put in evidence for the intervalence charge transfer (IVCT) of a synthetic non-haem
binuclear mixed-valence Fe3+/Fe2+ compound. The electronic reorganization induced
by the IVCT can be quantified by controlling the adaptation of the molecular orbitals
to the charge transfer process. We evaluate the transition energy and its polarization
e↵ects on the molecular orbital by means of ab initio calculations. The resulting
energetic profile of the IVCT shows strong similarities to the Marcus’ model, suggesting
a response behaviour of the ensemble of electrons analogue to that of the solvent. We
quantify the extent of the electronic reorganization induced by the IVCT process to
be 11.74 eV, a very large e↵ect that induces the crossing of states reducing the total
energy of the transfer to 0.89 eV.
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The electronic reorganization induced by the intervalence charge transfer of a synthetic
non-haem binuclear mixed-valence Fe3+/Fe2+ determines the energy cost of the electron
transfer. The largest electronic reorganization occurs in the pyrimidinic N atoms and the
bridge O of the first coordination shell, being weaker in the metal centres. The adaptation
of the molecular orbitals to the electron transfer is su�cient to inverse the spectroscopy and
generate a metastable electron transfer state.
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INTRODUCTION

Energy conversion processes in biological systems usually rely on redox chemical reactions.

Photo-synthesis,1 respiration2 and the DNA resistance to UV3 are prime examples of es-

sential phenomena based on internal charge transfer. The same attribute holds true for

the wealth of devices produced by molecular science, like fuel cells,4,5 chemical sensors6,7 or

dye-sensitized solar cells.8 However, electron transfer in multi-electronic systems is funda-

mentally complex. The correlation e↵ects existing between the particles turn the electron

excitation into a collective phenomenon of the multi-electronic system. We present herein

a wave function based strategy that o↵ers a detailed description of the electronic response

induced by the electron transfer on the electron cloud of the system. Such response can have

dramatic e↵ects on the electronic structure, being key in obtaining accurate energetics of the

transfer reaction.

The Marcus-Hush-Levich theory for electron transfer reactions, usually referred as Mar-

cus’ theory,9,10 incorporates the reorganization induced in the environment of the transfer

sites at a nuclear level. Even though the simplest electron transfer reactions do not imply

any bond breaking or formation, they do induce charge reorganization in the environment

of the hole and particle sites. Precisely, short- and long-range response e↵ects will alter the

electronic and nuclear structures of the surroundings to some extent. The region closest to

the transfer sites forms the so-called inner-sphere model, which in the case of medium-sized

molecules incorporates the intimate structures of reactants and products. The outer-sphere

model surrounds the inner-sphere and is usually formed by solvent molecules. The structural

changes undergone by these two regions have a major role on defining the energetic e�ciency

of the electron transfer process. Figure 1 shows schematically the adiabatic potential energy

surfaces of the donor (M
b

) and acceptor (M
a

) parts along the electron transfer of one unit

of charge. The characteristics of the crossing between the two potential surfaces define the

energetic profile of the transfer and ultimately, its e�ciency.11

Nature has found various strategies to minimize the energy penalty of displacing an

electron from one region to another. One reported mechanism to avoid high-energy interme-

diates and charge accumulation consists in coupling the electron transfer to the migration of
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a proton, the so-called proton-coupled electron transfer (PCET).12,13 In biology, such con-

certed processes can be illustrated by the abundant class of metalloproteins, which present a

non-haem binuclear iron active site involved in the transport and activation of dioxygen.14,15

An outstanding example exhibiting such PCET phenomenon is the bio-mimetic compound

[FeIIIFeII(NH2-L)(mpdp)]2+ (mpdp2� stands for m-phenylenedipropionate).16,17 Figure 2 il-

lustrates the protonated structure of this particular bi-iron complex, which is referred as

FeIII
a

FeII
b

LH. The mixed-valence Fe3+/Fe2+ bimetallic core is subject to inter-valence charge

transfer (IVCT), while the NH2 group attached to the FeII
b

centre is likely to be deproto-

nated.17 The proton transfer in NH2 and the electron transfer between the Fe centres are

coupled and can be triggered by a change of pH or by light radiation, for example. In any

case, the PCET process of FeIII
a

FeII
b

LH follows a concerted mechanism,17 as it is the case for

many other electrochemical reactions involving a PCET.18,19

Since the coordination spheres of the two iron centres in FeIII
a

FeII
b

LH are almost identical,

it is expected that the inter-metallic electron transfer step should exhibit a standard free

energy value (�G

0) close to zero. Thus, the related kinetics and thermodynamics of these

electron transfer reactions are mainly governed by the reorganization energy (�) as defined

in Marcus’ theory (Figure 1). Along this picture, � consists of two contributions arising

from the inner and outer-spheres, which both involve the displacement of nuclei. On the

other hand, the electrons of reactants and products can be considered apart from the inner

and outer-spheres since their response to electronic excitations are much faster than those

of the nuclei, typically of the order of sub-femtosecond to few femtoseconds.20,21 We call this

electronic entity the electronic-sphere to make contact with Marcus’ theory and we write

� = �

o

+�

i

+�

e

, where �
o

refers to the reorganization of the solvent (outer-sphere), �
i

to the

vibrational reorganization (inner-sphere) and �

e

to the electronic reorganization (electronic-

sphere). In this study we address the e↵ect that �
e

has on �. This particular contribution

to � explicitly depends on the quantity of charge transferred (�e) and can be approximated

by the energy of the inter-valence transition if �e equals one unit of charge.

The evaluation of the IVCT transition energy is challenging for standard quantum chem-

istry methods (see Methods). We establish a bottom-up numerical strategy, based on elec-

tronic wave functions, that incorporates the adaptation of the full electronic structure to the
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electron transfer state in the form of state-specific molecular orbitals (MO). Hence, by com-

paring the MOs of the states involved in the transition, it is possible to quantify and analyse

the electronic reorganization induced by the inter-metallic charge transfer to all the elec-

trons of the complex. This procedure allows one to evaluate �

e

, which is a critical quantity

to obtain accurate estimates of the IVCT transition energy of the FeIII
a

FeII
b

LH complex.

METHODOLOGY

We use the molecular structure of the FeIII
a

FeII
b

LH derived from X-ray data,17 without per-

forming any further computational geometrical refinement or chemical simplification. Since

we focus exclusively on the fate of the electrons, we stay under the Born-Oppenheimer ap-

proximation with fixed atomic positions.22,23 The model of FeIII
a

FeII
b

LH employed comprises

a single molecule isolated in the void. Even though the phenomenon of PCET is observed

in water, the electron reorganization triggered by the IVCT is found to not extend signifi-

cantly beyond the first coordination shell of the bi-metallic core, minimizing the impact of

the solvent on such electronic response e↵ects (see Results).

The size of FeIII
a

FeII
b

LH suggests to work with Density Functional Theory (DFT) based

methods.24 Charge transfer excitations in organic donor-acceptor systems have been com-

putationally characterized within the time-dependent DFT framework,25–27 incorporating

many-body Green’s function techniques and using the Bethe-Salpeter formalisms.28 Never-

theless, the standard formalisms based on DFT fail to describe the electron-trapped mixed-

valence state of the FeIII
a

FeII
b

LH compound. Due to a dominating Coulomb term, the resulting

DFT charge distribution is artificially delocalized over the two metal centres independently

of the functional employed.29 Wu et al. developed the constrained DFT (C-DFT) method

to overcome this specific shortcoming by including an ad hoc constraint to the electronic

density in the Kohn-Sham procedure.30–32 In spite of the successful results achieved with

C-DFT on various mixed-valence compounds,33,34 this strategy was not reliable to describe

the electron-trapped mixed-valence state of the FeIII
a

FeII
b

LH complex, which we found to

significantly depend on the arbitrary choice of the charge distribution constraint.

On the other hand, the ab initio complete active space self-consistent field (CASSCF)
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method35 produces the expected electron-trapped state (FeIII
a

/FeII
b

) as the electronic ground

state of the FeIII
a

FeII
b

LH compound. The CASSCF wave function is built upon all the pos-

sible configurations that can be composed over the so-called active space (CAS). Since the

ground state of the FeIII
a

FeII
b

LH complex is dominated by the FeIII
a

(3d5)/FeII
b

(3d6) electronic

configuration, we define a CAS formed by eleven electrons distributed over the ten 3d-like

MOs of the two Fe centres, totalling a CAS[11,10]. This relatively small active space can

generate the ground state as well as all the intra-metallic and inter-metallic electronic ex-

citations. Notably, we describe the lowest energy IVCT state (FeII
a

/FeIII
b

), the excited state

participating in the intramolecular electron transfer process involved in the PCET of this

compound.

Unfortunately, there is no systematic way to obtain a single state CASSCF wave function

optimized for an excited state (as the IVCT) due to root-flipping problems during the op-

timization procedure. We devise a computational strategy that uses the state-average (SA)

CASSCF result as starting point and gradually increases the weight of the IVCT excited

state in the CASSCF orbital optimization, raising the degree of adaptation of the MO set

to the IVCT state. The goal is to reach 100% of IVCT weight, the state-specific point

where the MOs are fully adapted to the IVCT state. There are two factors that control the

relative weight of a particular excited state in the MO optimization, one is the total number

of electronic states and the other is the weight ratio defined between them. The former can

be controlled by the size of the active space and the latter can be directly tuned by setting

the weight ratio between the states that participate in the orbital optimization.

The starting SA-CASSCF calculation of the FeIII
a

FeII
b

LH compound is performed includ-

ing eight states with a total spin value of S = 9/2. We work specifically with high-spin (HS)

states to reduce the total number of possible states incorporated in the calculation. The

splitting between the spin-states caused by the exchange coupling constant in this kind of

bi-iron compounds is negligible compared to the energies of the electronic excitations.36 The

resulting eight HS states are three almost degenerate states corresponding to the ground

state with a dominant configuration of the type FeIII
a

(t32ge
2
g

)/FeII
b

(t42ge
2
g

), two internal d-d

transitions on either FeIII
a

or FeII
b

and three almost degenerate IVCT states with a dominant

configuration of the type FeII
a

(t42ge
2
g

)/FeIII
b

(t32ge
2
g

). For the sake of simplicity, we use the orbital
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representations of the O
h

point group, even though the environment of the metal centres

is slightly distorted from the octahedral symmetry. At the SA-CASSCF level, the total

weight of the IVCT state is solely 3/8 = 37.50%. From this point, the weight of the IVCT is

increased to some arbitrary degree and one macro-iteration of the CASSCF is executed. Sub-

sequently, the character of the resulting states is identified and the distribution of weights is

readjusted in the case that root-flipping occurs. The CASSCF macro-iterations are repeated

until convergence. Since each state is described with its own set of MOs, we performed a last

step consisting in a state interaction calculation to ensure the orthogonality.37 The current

procedure is the last step of the work started by Domingo et al. to improve the description

of metal-to-metal charge transfer states38 and continued by Meyer et al.39 The present work

goes further though, resulting the state-specific CASSCF wave functions of the ground and

IVCT states and describing the crossing between them.

The charge values on both Fe atoms for the ground and IVCT states at each point of the

electron transfer process are computed by means of the LoProp approach.40 We define the

so-called “electronic-sphere status” as a measure of the adaptation of the molecular orbitals

in terms of an e↵ective Fe charge

Q

Fe

x

= (1� x)qFe

GS

+ xq

Fe

IV CT

where x corresponds to the weight on the IVCT. Hence, the reported “electronic-sphere

status” of a particular Fe atom is the weighted average of its atomic charge among the two

states involved in the electron transfer, using the same distribution of weight employed in

the CASSCF orbital optimization step.

The analysis of the electronic reorganization cannot be done by direct comparison of the

delocalized orbitals of the ground and IVCT states obtained in the CASSCF step. Two

equivalent sets of MOs can have morphologically di↵erent orbitals due to the presence of

redundant orbital rotations that leave the CASSCF energy unchanged. For this reason,

the absolute overlap of two equivalent versions of formally the same orbital can be lower

than unity, reflecting an artificial change in morphology. Therefore, it is imperative to

apply beforehand a common constraint over both sets of MOs. We have chosen one of

the Kekulé structures of FeIII
a

FeII
b

LH (Figure S1) to build a reference space to project the
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CASSCF orbitals into valence-bond like orbitals, the so-called localization a posteriori.41–43

The localization procedure is applied with the dolo code included in the casdi package.44

By using the same localization scheme for the ground and IVCT MOs, we generate local

orbitals that can be compared one-to-one unequivocally. Figure S2 shows the overlap values

for all the inactive and active orbitals of the FeIII
a

FeII
b

LH compound.

Since the FeIII
a

FeII
b

LH molecule is relatively large, it is computationally too expensive

to perform the complete active space second-order perturbation theory (CASPT2)45 step

over the complete space of the system (455 electrons in 816 MO). Therefore, by means of

the localization of the MO set, we remove the less polarizable orbitals from the CASPT2

treatment and reduce its computational cost with a negligible lost of accuracy. Table S1

shows the exact distribution of the di↵erent orbitals types along the frozen, inactive, ac-

tive, secondary and virtual spaces. We perform the CASPT2 calculations with the default

IPEA value of 0.25 hartree and an imaginary shift factor of 0.20 hartree to minimize the

intruder state problem.46 We take profit of the Cholesky decomposition of the integrals

to reduce the computational cost of working with this relatively big molecule.47 The elec-

tronic structure calculations are performed using the Molcas 7 package.48 The basis set

scheme (21s15p10d6f)/[6s5p4d2f ] is used for Fe, (14s9p4d)/[4s3p1d] for O and N atoms,

(14s9p)/[3s2p] for C and (8s)/[2s] for H. All basis sets are of the ANO-RCC type.49,50

RESULTS AND DISCUSSION

Figure 3 shows the energetic profile of the electronic ground state (blue) and the IVCT

state (orange) as a function of the electronic reorganization triggered by the intramolecular

electron transfer in the FeIII
a

FeII
b

LH compound. The molecular geometry is fixed along the

curves and each set of points, for a given degree of electronic reorganization, is the result

of a single CASSCF calculation with a single set of MOs (see Methods). The set of MOs

is optimized with a particular distribution of weights over the eight lowest HS electronic

states. By increasing the weight on the IVCT from 0% to 100% in the orbital optimization

process, the electron density (or electronic-sphere) gradually adapts to the charge transfer

configuration and hence, we virtually control the electronic reorganization triggered by the
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IVCT.

The point of the curve at 0% of electronic reorganization corresponds to the state-

specific CASSCF result of the ground state, meaning that the weight of the calculation is

completely placed on the FeIII
a

/FeII
b

state. Following the variational principle, the energy

value of the ground state at 0% is the best estimate that we can o↵er at this level of theory

and accordingly, it is the absolute minimum of that curve. As the electron-sphere adapts

to the IVCT (FeII
a

/FeIII
b

), the absolute energy of the ground state becomes gradually higher

while the IVCT state lowers in energy. Around 55% of electronic reorganization, both states

cross and the character of the wave functions becomes strongly mixed. The identification

of the states is not reliable in the degeneracy zones. Thus, these crossings are qualitatively

represented in Figure 3 with black dotted lines that do not represent the actual energy

curves. Nonetheless, it is possible to jump over the crossing to a zone of non-degeneracy.

Around 60% of reorganization, the weight on the IVCT is large enough to become the lowest

electronic state, turning the initial fundamental state into an excited one. This inversion of

spectroscopy is remarkable as it is a pure electronic phenomenon induced exclusively by the

electronic reorganization and will be discussed in detail further below. Finally, at 100% of

electronic reorganization, the IVCT energy corresponds to the state-specific CASSCF result

for this state. This is the best description for the IVCT state at this level of theory and

therefore, it is the absolute minimum energy of this state, in agreement with the variational

principle.

The atomic charges of Fe
a

and Fe
b

are constant along the curve of each electronic state

in Figure 3. Therefore, the character of the diabatic states is unaltered by the electronic

reorganization. The calculated charges for the Fe
a

/Fe
b

pair are 1.3/2.4 in the ground state

and 2.3/1.4 in the IVCT state, clearly proving the transfer of one electron between the

two metal centres. However, the energetics between these two states vary dramatically

as a function of the electronic reorganization and therefore, the price to pay to transfer

an electron from one metal centre to the other is largely a↵ected by �

e

. The top part

of Figure 3 represents the “electronic-sphere status”, which is a measure of the electronic

reorganization (see Methods). The charge distribution over the bi-iron core manifests the

adaptation state of the electronic-sphere, linearly changing from a complete adaptation to
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the FeIII
a

/FeII
b

arrangement at 0% of IVCT weight to the final FeII
a

/FeIII
b

at 100%. The

linear behaviour of the “electronic-sphere status” is a consequence of the linear IVCT weight

variation that we impose over the MOs. At the crossing zone (⇠ 55%), the “electronic-

sphere status” shows that the electronic-sphere is in equilibrium to an equal distribution of

charge over the Fe centres. This situation corresponds to the mono-valence domain of the

FeIII
a

FeII
b

LH compound and confirms that the delocalization of the unpaired electron over

the two iron centres is less favoured than both mixed-valence configurations, justifying the

electron-trapped character of FeIII
a

FeII
b

LH.

The crossing of states between the ground and IVCT states is a critical feature of Figure 3.

It has a similar shape to Marcus’ model (Figure 1) with two minima close in energy separated

by a potential barrier. However, the present inversion of spectroscopy is solely caused by

pushing the optimization of the orbitals specifically to the charge transfer state and thus,

only involves electronic reorganization, clearly demonstrating the major impact that �
e

can

have. In a similar fashion to Marcus’ theory, where solvent molecules configurations are

modified, the electronic structure fluctuates and triggers the electron transfer phenomenon

at a given weight. The energetic cost of the IVCT excitation without any cooperation of the

electronic-sphere (0%), the so-called rigid electron transfer, is 12.57 eV. The rigid IVCT is

in a sense equivalent to a Koopmans’ ion state, the theoretical final state of an ultra-fast

ionization.51–54 This state is obtained by removing one electron from one orbital of the neutral

species without taking into account the adaptation of other electrons (i.e. excluding electron

correlation), following the prescription of Koopmans’ theorem.23 The highly constrained rigid

IVCT excitation is drastically a↵ected by the electronic reorganization of the N-electron

system. The adaptation of the full-electronic structure accounts for �
e

= 11.74 eV, a large

amount that compensates the major part of the cost of the rigid IVCT. It must be noted

that the calculated 12.57 and 11.74 eV values are upper bound limits of the rigid electron

transfer and �

e

quantities, respectively. The hole/particle optimization is expected to lower

both of them, but it is not present to maintain a coherent definition of the IVCT weight in

Figure 3. The IVCT energy at 0% does not include any optimization of the MOs losing and

gaining the electron.

The energy di↵erence between the ground state in its equilibrated electronic-sphere (0%)
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and the IVCT state in its equilibrated electronic-sphere (100%) is 0.84 eV (Table 1). This

result is in very good agreement with the experimental value of 0.98 eV for the light-induced

IVCT on FeIII
a

FeII
b

LH55 and other very similar bi-iron mixed valence compounds.56,57 In con-

trast, the result obtained for the IVCT transition based on a state-average (SA) CASSCF

calculation is 3.70 eV, too large a value despite being a strategy with many advantages

for excited state calculations.58 The SA-CASSCF energy corresponds to the vertical en-

ergy di↵erence between the ground and IVCT states using a MO set optimized for all eight

electronic states with an equal weight (totalling 37.5% for the IVCT). This characteristic

of state-average calculations is simultaneously their major strength and weakness, because

working with an evenly balanced set of MOs eases the convergence of excited states calcu-

lations and ensures the orthogonality of the states, but it also conditions its application to

ensembles of states that are relatively similar in nature. In the present case, the average

of states with an opposite character (FeIII
a

/FeII
b

and FeII
a

/FeIII
b

) is not well suited to describe

either of them.

One way to verify the estimates for the IVCT transition obtained at the CASSCF level

is to apply a perturbation treatment on top of the CASSCF wave function by means of

the CASPT2 method. The lower the size of the CASPT2 perturbation correction to the

wave function, the better the quality of the CASSCF reference. The IVCT transition energy

obtained at the CASPT2 level from the state-specific reference is 0.89 eV (Table 1). This

result incorporates a small perturbation correction to the wave function for both states

(< 25%), resulting in a small improvement over the CASSCF energy. Therefore, all the

electronic dominant contributions are already present at the CASSCF level by using two

di↵erent sets of orbitals. As expected, the quality of the IVCT transition energy does not

benefit from the dynamical correlation treatment. However, the situation is the opposite for

the state-average CASSCF reference. In that case, the resulting CASPT2 is unreliable due

to a perturbation correction to the wave function larger than 80%. This huge correction

reflects the deep shortcomings of the SA-CASSCF reference.

The role of the set of MOs (or electronic-sphere) is generally underestimated, but the

nature of the orbitals can be determinant in describing magnetic and spectroscopic phenom-

ena.39,59,60 In the present case, allowing the orbitals to adapt to a specific electronic state
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not only improves dramatically the IVCT energy of the FeIII
a

FeII
b

LH compound, but also em-

powers the inspection of changes induced by the electron transfer in the electronic structure.

Since the size of the active space is constant along the curves of Figure 3, the amount of

electron correlation treated at the CASSCF level can also be considered constant and not

a↵ected by the IVCT weight. All electronic reorganization e↵ects are described by single ex-

citations incorporated in the adapted orbitals, which can be visualized and analysed. It must

be noted that, in principle, similar improvements to the estimate of the IVCT transition en-

ergy could also be obtained by using better wave functions than the present CAS[11,10]SCF

one. Larger active spaces could result in energies of the ground and IVCT states closer to

their minimum value in Figure 3 due to the larger amount of electron correlation treated

in the wave function, in the form of an increased number of configuration state functions.

Nonetheless, the capacity of analysing the response of the N-electron system to the electron

transfer would be lost for larger active spaces, as the electronic reorganization e↵ects would

not be reflected in the orbitals. Since a larger CAS can incorporate the single excitations re-

lated to electronic reorganization in the wave function rather than in the orbitals, the energy

values will be less dependent on the distribution of weight among the orbitals. Moreover,

achieving the same level of accuracy obtained with the minimal CAS plus adapted orbitals

would require the inclusion of the full orbital relaxation by means of single excitations in

the CAS, involving a number of active orbitals that goes beyond the present computational

limits. Therefore, the proposed strategy proves to not only be a cheaper solution to get

accurate energetic estimates, but also a more powerful method to describe and understand

electron transfer processes.

The electronic reorganization caused by the IVCT is quantified through the overlap be-

tween each orbital of the ground state and its counterpart of the IVCT state (S
ET

). An

overlap value of 1.00 means that both orbitals are strictly identical, and smaller overlaps

indicate larger di↵erences between them. To obtain meaningful S
ET

values it is necessary to

localize the orbitals of the ground and IVCT states by a projection over the same valence-

bond like space (see Methods). This unitary transformation leaves the total N-electron wave

function unaltered and generates local orbitals with a well defined character (i.e. �, ⇡ or

n). The local orbitals of the ground state can be paired unequivocally with their double
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in the IVCT state and thus, we can evaluate the e↵ect induced exclusively by the electron

transfer. The S

ET

values obtained for all orbitals are large, over 0.9000 (Figure S2), indi-

cating that they are not deeply changed. Table 2 lists the few orbitals that have an overlap

markedly lower than unity (< 0.9950) and thus, concentrate the major e↵ects of electronic

reorganization. Both Fe centres su↵er an equal amount of reorganization. The expansion

and contraction of the two Fe(3d-t2g) orbitals loosing and gaining the transferred electron is

opposite, but accounts for the same change of S
ET

, 0.9915 and 0.9924 respectively (Figure 4).

In spite of their spatial proximity to the transfer process, the 3d orbitals have a response to

the IVCT significantly lower than the polarization induced in the O bridge and the pyrim-

idinic N coordinated to Fe
b

. Surprisingly, all the ⇡ and n orbitals of those two atoms have

overlaps lower than 0.9900. In the coordination shell of the bi-iron core, the strength of the

induced polarization decays in the Fe
a

 Fe
b

sense. One example is the S

ET

value of the n

orbitals that varies from 0.96 for the pyrimidinic N of Fe
b

, to 0.98 for the O bridge and 0.99

for the N atoms of Fe
a

(Figure 4). The fact that Fe
a

has two pyrimidinic N atoms capable

of adapting to the electron transfer, instead of only one for Fe
b

, could justify the smaller

individual alteration observed around the Fe
a

centre. Moreover, the ⇡ orbitals are more

polarized than the n orbitals located around the same atom. Since the adaptation of the

n orbitals is limited, their polarization cannot follow freely the electric dipole field induced

by the IVCT and instead, they tilt under the constraints of their environment reducing the

repulsion with the �� charge on Fe
a

.

CONCLUSIONS

The IVCT of the FeIII
a

FeII
b

LH compound (Figure 2) involves two electronic states with an op-

posite charge distribution over the Fe centres, the FeIII
a

/FeII
b

ground state and the FeII
a

/FeIII
b

IVCT state. Such rearrangement of charge induces a response e↵ect on the ensemble of

electrons that must be properly treated to obtain an accurate description of the IVCT phe-

nomenon, the so-called electronic reorganization. We developed and applied a computational

strategy based on state-specific CASSCF wave functions that fulfils this requirement by in-

cluding the complete adaptation of the molecular orbitals to each electronic state involved
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in the electron transfer. The computed IVCT transition energy of the FeIII
a

FeII
b

LH compound

is 0.89 eV, in very good agreement with the experimental value of 0.98 eV. We quantify the

contribution of the electronic-sphere to the reorganization energy of the IVCT transition to

be �

e

= 11.74 eV, having a major impact on the energetics of the electron transfer process

of the FeIII
a

FeII
b

LH complex (Figure 3). This result reflects the critical role of the molecu-

lar orbitals in describing phenomena that induce large electronic reorganization. Moreover,

the electronic reorganization alone is capable of producing the crossing of the ground and

IVCT states, being a pure electronic phenomena that generates a metastable IVCT state

and having the same e↵ect as the reorganization energy in Marcus’ model (Figure 1). In the

present case, the large energetic e↵ect of �
e

is produced by a relatively small adaptation of

the valence electrons in the first-coordination shell and Fe centres, which become polarized

following the dipole induced by the IVCT transition (Table 2). Even though the Fe(3d)

electrons are spatially closer to the transfer process, the electronic reorganization is stronger

in the pyrimidinic N coordinated to Fe
b

and decays progressively through the O bridge and

towards the N coordinated to Fe
a

(Figure 4). The inversion of spectroscopy induced by �

e

is

characteristic of the light-induced IVCT, which triggers the electron transfer. On the other

hand, the pH-induced electron transfer generates a relatively slow response of the nuclei to

which the electrons get adapted instantaneously, in closer agreement to the standard Mar-

cus’ model or its extension for PCET including Morse potentials.19 Thus, the e↵ect of the

electronic-sphere will be more significant for the light-induced electron transfer, whereas the

inner- and outer-sphere will be determinant for the pH-induced process.
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Pedersen, M. Pitoňák, M. Reiher, B. O. Roos, L. Serrano-Andrés, M. Urban, V. Verya-

zov, and R. Lindh, MOLCAS 7: The Next Generation, J. Comput. Chem. 31, 224–247

(2010).
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Figure 1: Marcus’ model: adiabatic energy curves and relevant quantities (reorganization

energy (�), standard free energy (�G

0) and activation energy (E
a

)) as a function of the

quantity of charge transferred (�e) for the electron transfer reaction Mn+1
a

+ Mn

b

! Mn

a

+

Mn+1
b

.

Figure 2: Molecular structure of the [FeIIIFeII(NH2-L)(mpdp)]2+ (mpdp2� = m-

phenylenedipropionate) bio-mimetic compound derived from X-ray data.17

Figure 3: CASSCF energy profile of the ground state (blue) and the IVCT state (orange)

as a function of the electronic reorganization induced by the IVCT in the FeIII
a

FeII
b

LH com-

pound. Intra-metallic d-d transitions on Fe are plotted in grey. Inset top-left: complete

curves including the rigid IVCT and the following electronic reorganization (�
e

). Top: the

“electronic-sphere status”, a measure of �
e

in terms of the e↵ective charge of Fe
a

(grey) and

Fe
b

(black) to which the electronic-sphere is adapted (see Methods).

Figure 4: Electronic reorganization induced by the IVCT of the FeIII
a

FeII
b

LH compound on

some representative local orbitals. The shape of each orbital is depicted for the ground state

(dotted) and for the IVCT state (solid). The arrows in the orbitals indicate the induced

polarization by the IVCT. The background represents the electric field of the induced dipole.
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Figure 4
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Table 1: Comparison of the charge transfer energy obtained from the state-specific and

state-average calculations of the FeIII
a

FeII
b

LH complex.

MO IVCT CASPT2 CASSCF

State Set Weight Correc.a IVCT (eV) IVCT (eV)

GS Specific 0.0% 21%
0.89 0.84

IVCT Specific 100.0% 12%

GS
Average

37.5% > 80%
⇥ 3.70

IVCT 37.5% > 80%

a The perturbation correction to the wave function of the CASPT2 result.
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Table 2: Local orbitals of FeIII
a

FeII
b

LH with an S

ET

overlap lower than 0.9950. Orbitals

marked with stars are depicted in Figure 4.

Localization Local Orbital S

ET

Overlap

Feb N
c

b e

a
d

⇡(a) 0.9184

⇤ ⇡(b) ⇤ 0.9420

⇤ n(c) ⇤ 0.9636

⇡(d) 0.9782

⇡(e) 0.9926

N
c

b

a

Fea

⇤ ⇡(a) ⇤ 0.9875

⇡(b) 0.9910

⇤ n(c) ⇤ 0.9943

Fea
Ob a

Feb

⇤ n(a) ⇤ 0.9787

n(b) 0.9827

Fe
b

⇤ 3d-t2g ⇤ 0.9915

3d-e
g

0.9932

3d-e
g

0.9935

Fe
a

⇤ 3d-t2g ⇤ 0.9924

3d-e
g

0.9926

3d-e
g

0.9942
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