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Abstract.  Multiconfigurational electronic structure theory calculations including spin-orbit 

coupling effects were performed on four uranium-based single-molecule-magnets. Several 

quartet and doublet states were computed and the energy gaps between spin-orbit states were 

then used to determine magnetic susceptibility curves. Trends in experimental magnetic 

susceptibility curves were well reproduced by the calculations, and key factors affecting 

performance were identified. 
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I. INTRODUCTION 

Magnetic materials used in information storage and spin-electronics owe their properties to the 

spin interactions between neighboring units in the bulk. Molecules containing several transition-

metal ions can exhibit properties similar to nanoscale magnetic particles (nanomagnets). Some of 

these polynuclear clusters possess energetically isolated high-spin ground states in which spin–

orbit coupling results in zero-field splitting of the (2S + 1)-fold degenerate ground multiplet.  

These compounds exhibit slow relaxation of the magnetization of purely molecular origin and 

are defined as single-molecule magnets, SMMs. An early example was the polynuclear 

manganese cluster Mn12O12(CH3COO)16(H2O)4,1 and other manganese compounds have been 

subsequently reported.2 The particular appeal of SMMs is their potential to reduce the length 

scale of magnetic materials constructed from them when compared to traditional magnets.  

There are specific challenges associated with constructing magnetic materials from SMMs. For 

instance, in transition-metal SMMs the magnetic relaxation blocking temperatures are generally 

quite low.3  On the other hand, SMMs that contain single and multiple lanthanide ions have large 

first-order spin–orbit couplings associated with these heavier elements, and this can generate 

large magnetic anisotropies.4 These anisotropies give rise to increased relaxation barriers and 

therefore decreased (slower) magnetic relaxation.4d, 5 However, well-isolated high-spin ground 

states are difficult to achieve within polynuclear lanthanide SMMs because the valence 4f 

orbitals have limited radial extent and are usually energetically incompatible with ligand orbitals.  

These inherent properties of the 4f orbitals result in predominantly ionic interactions between 

neighboring spin centres which involve only weak magnetic superexchange coupling.4a 
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Given their still larger spin-orbit coupling and the radial extension of the 5f orbitals, the 

actinides offer more promise for the design of both mononuclear and exchange-coupled 

molecules, and actinide SMMs have indeed emerged. By some measures, the actinides are 

already demonstrating promise.6 However, work remains to understand the nature of the slow 

relaxation in mononuclear actinide complexes, as well as the influence of magnetic exchange on 

slow relaxation in multinuclear species. With large spin-orbit couplings and potentially strong 

metal-metal interactions in polynuclear complexes, the actinides uniquely combine the optimal 

characteristics of the lanthanides and transition metals.   

The potential combination of large magnetic anisotropies with covalent character in metal-

ligand interactions poses special challenges for both theory and experiment.  While covalency is 

advantageous for generating strong magnetic exchange, it does make the rational design of 

mononuclear actinide complexes more challenging, and synthetic approaches to actinide 

compounds tend to be different compared to those for lanthanides or transition-metal 

complexes.6 From the standpoint of modeling, actinide-containing systems have complex 

electronic structures owing to open-shell 5f orbitals and strong relativistic effects, including 

especially spin-orbit coupling. Indeed, such molecules are inherently multiconfigurational, i.e., 

systems whose electronic density matrices cannot be represented to a good approximation by a 

single Slater determinant or a single configuration-state-function (CSF).  Such systems are 

usually labeled as “strongly correlated” systems or “multireference” systems, where the latter 

reminds us that a single-reference wave function theory (WFT) model is inadequate and instead a 

multiconfigurational reference state must be employed to adequately account for the “static” 

(also sometimes called “nondynamical,” “near-degeneracy,” or “left–right”) correlation energy.7 
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For inherently multiconfigurational systems, Kohn-Sham Density Functional Theory (DFT) 

faces the intrinsic challenge that it is by construction a single-determinantal model and thus, with 

currently available functionals, DFT tends to perform with unsystematic accuracy when 

evaluated over a range of such cases.8 By contrast, multiconfigurational self-consistent-field 

(MCSCF) methods, such as the complete active space self-consistent field (CASSCF)9 method, 

treat near-degeneracies with no ambiguity with respect to the state of interest; however, they do 

not include dynamical correlation energy (which is associated with the correlated movements of 

individual electrons at shorter range) that is essential for a quantitative treatment of chemical 

properties like bond energies and electronic excitation energies. They also do not generally 

include core-valence correlation, which can be an additional important contributor to the 

electronic structure of heavy element systems. The energetic consequences of these phenomena 

can be computed via a post-SCF method, for example multireference perturbation theory (e.g., 

complete-active-space second-order perturbation theory (CASPT2)10 or multireference 

configuration interaction (MRCI)11 theory, using the MCSCF reference wave function, but such 

methods are limited in their applicability systems of small to modest size owing to a 

computational cost that scales steeply as a function of the increasing size of the system.  For 

large systems in which both static and dynamical correlation energy are crucial, a method that 

allows a description of both types of correlation with affordable computational costs is needed.  

With respect to the CASSCF method, the many-electron wave function has the formally 

desirable property of being independent of unitary transformations within the spaces of inactive, 

active, and external orbitals. Modern extensions of CASSCF sacrifice this property by not 

including all possible distributions of active electrons into active orbitals, with the desirable 

trade-off being that this allows practical access to overall larger active spaces. Examples of 
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methods employing such incomplete configuration lists are restricted active space SCF 

(RASSCF),12 generalized active space SCF (GASSCF),13 and occupation-restricted-multiple-

active-space SCF (ORMAS).14 In the RASSCF model,12 for example, the active orbitals are 

divided into up to three distinct subspaces, and minimum and maximum electron occupation 

numbers are applied to two of these subspaces, respectively, thereby substantially reducing the 

number of determinants that contribute to a given CSF. 

For SMM systems, most previous studies have avoided the calculation of a PT2 correction 

because of its high computational expense,15 reporting results at the SCF level, instead. Given a 

limited number of results in the literature to date, it is not yet clear if CASPT2 can serve as a 

benchmark standard method for systems where the energetic consequence of spin-orbit coupling 

is of equal or greater magnitude to that of dynamic electron correlation.  We here examine this 

point further by employing different multiconfigurational methods for characterization of the 

electronic structures of a series of uranium-based SMMs. In particular, we compare different 

active spaces both in the CASSCF and RASSCF formalism, and we apply corrections from 

second-order perturbation theory and spin-orbit coupling to obtain excitation energies and 

magnetic susceptibilities that rationalize trends with respect to structural differences.  

We examine specifically U(H2Bpz2)3 (1; H2Bpz2
- = dihydrobis(pyrazolyl)borate),16 U(BpMe)3 (2; 

BpMe- = dihydrobis(methylpyrazolyl)borate), U(BcMe)3 (3; BcMe- = 

dihydrobis(methylimidazolyl)borate),17 and UTp3(4; Tp- = hydrotris(pyrazolyl)borate)18 (Figure 

1). These compounds are among the first experimentally characterized uranium-based SMMs 

and by spanning a range of related structural motifs, including different coordination numbers 

and atoms bonded to the metal, they provide an excellent series to better understand how ligand 

variation affects the magnetic properties of such uranium compounds. 
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Figure 1: Compounds 1, 2, 3 and 4 from left to right. Line drawings (top) and 3D structures 
(bottom). Color code: orange U, blue N, grey C, purple B. Hydrogen atoms omitted for clarity. 

 

 

II. COMPUTATIONAL METHODS 

Wave functions for all compounds were computed at the complete active space self consistent 

field (CASSCF)9 and restricted active space self consistent field  (RASSCF)12 level of theory as 

implemented in the MOLCAS 8.0 software package.19 All-electron basis sets of atomic natural 

orbital type with relativistic core corrections (ANO-RCC) were used,20 for U with triple-zeta plus 

polarization quality, TZP, and for the remaining atoms (N, C, B, H) with double-zeta plus 

polarization quality, DZP. Scalar relativistic effects were included using the Douglas-Kroll-Hess 

Hamiltonian.21 The computational cost of computing the two-electron integrals was reduced by 
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recourse to the Cholesky decomposition technique (with a cut-off threshold to 10-8a.u.).22 The 

smallest active space required to account for all possible distributions of three valence electrons 

(consistent with U(III)) in seven 5f orbitals is CAS(3,7). This active space generates 35 quartet 

and 112 doublet states. We also examined active space extensions to include occupied orbitals 

from the π systems of the ligands, thereby encompassing low-energy ligand-to-metal charge-

transfer (LMCT) excited states (CAS(7,9) when including two occupied π orbitals). When 

considering the inclusion of ligand virtual orbitals that would further encompass metal-to-ligand 

charge-transfer (MLCT) states, we observed that atomic states from U 5f-6d excitations appeared 

at lower energies. Thus, we constructed a third active space which added the five unoccupied U 

6d orbitals using the RASSCF formalism (RAS(3,12)). A RASSCF wave function has fewer 

CSFs than the corresponding CASSCF wave function and can be defined in such a way to avoid 

the inclusion of high energy states, such as 5f06d3, that might induce convergence problems in 

the state average procedure and a poor description of the lowest energy states. Spin-orbit effects 

were taken into account a posteriori with the RAS State Interaction (RASSI) method.23 In 

selected instances, subsequent multi-state CASPT210 calculations were performed with an 

imaginary shift of 0.2 atomic units, which reduces instabilities associated with weak intruder 

states.  

Magnetic susceptibility values were computed with the SINGLE-ANISO code,24 which uses the 

energies (𝞮) and magnetic moment (µ) of the spin-orbit states calculated from RASSI in a 

formula based on the van Vleck formalism (Equation 1). The magnetic susceptibility arises from 

a sum over the spin-orbit states (i,j) of their respective magnetic moments (µ(i,j) is a complex 

tensor in the basis of the spin-orbit states), each weighted by that state’s Boltzmann population at 

a given temperature.  
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Single-crystal X-ray structures have been reported for 1–3, but not for 4. To validate a DFT 

model for use in predicting a geometry for 4, we optimized the geometry of 1 with the BP86,25 

B3LYP26 and M06-L27 functionals using a TZ2P basis set on U, a DZP basis for all other atoms, 

and the zero order regular approximation (ZORA) to account for  scalar relativistic effects.28 As 

BP86 provided the best agreement with experiment for 1 (Table 1), it was also used to optimize 

the geometry of 4 for use in subsequent multireference calculations. All DFT calculations were 

performed with the ADF2013.1 software package.29 

 
Table 1: Comparison of structural parameters for the DFT optimization of compound 1. 

 

Method U-Npz (Å) U-B (Å) N-U-N (º) 
Experimental 2.535 3.278 78.9 
BP86 2.528 3.237 80.6 
B3LYP 2.558 3.308 77.6 
M06-L 2.574 3.283 76.5 

 

III. RESULTS 

All of the studied compounds have been experimentally characterized with quartet (S=3/2, 4I9/2) 

ground states, as expected for the 5f3 configuration of U(III), but many low-lying excited states 

have also been observed with both quartet and doublet (S=1/2) multiplicity.30 Given the 

potentially significant covalency of bonds involving actinide 5f orbitals, ligand to metal charge 

transfer (LMCT) states can have energies low enough to play a role in spin-orbit coupling. This 

is true also for states generated by uranium 5f to 6d excitations (5f26d1configuration). Figure 2 
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provides a summary of the results for compound 1, with all electronic states classified by their 

nature. As expected, the 5f3 states are the lowest in energy, with the quartet ground state (GS) 

taken as the relative zero of energy. Both quartet and doublet LMCT states appear about 100,000 

cm-1 (12.4 eV) above the GS, which suggests little to no spin-orbit interaction between them and 

the 5f3 states. Uranium 5f26d1 states are predicted to be closer in energy, but the energy gap 

separating them from the U 5f3 quartet states is still sizable (more than 15,000 cm-1, or about 1.9 

eV). 

 

Figure 2: Schematic representation of the CASSCF/RASSCF relative energies for compound 1. 

 

 

Given these various state energies, we first computed spin-orbit couplings between the lowest-

energy states formed by combining all 5f3 and 5f26d1 configurations and using the associated 
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RASSCF(3,12) energies. Our results indicated no coupling between the two sets of states, with 

computed spin-orbit state energies invariant to the presence of the 5f26d1 states (Table S9). 

On that basis, we conclude that the CAS(3,7) active space is sufficient to encompass all states 

energetically relevant for spin-orbit coupling (U 5f3). The CASSCF(3,7) relative energies of the 

lowest U 5f3 states for all the compounds are presented in the supporting information (Table 

S10). The energy profile for the quartet states shows three distinct energy gaps, one after state 

13, one after state 21 and one after state 30. The lowest 13 quartets, (Set 1) separated by 7000 

cm-1 (0.87 eV) from the higher ones, were further modeled with the MS-CASPT2 method. We 

also performed a second set of MS-CASPT2 calculations in which the first 21 quartets and 11 

doublets were included (Set 2), i.e., including the next higher-energy block of quartets. The 

results of the MS-CASPT2 calculations are reported in Table S10. The results (energies and 

wave functions) from CASSCF(3,7) and MS-CASPT2(3,7) (sets 1 and 2) were used, in three 

independent sets of calculations, to obtain the spin-orbit coupled states and energies.  

Table 2 shows the relative energies including spin-orbit (SO) coupling effects for compound 1. 

We focus the discussion on the lowest 12 spin-orbit states. These states arise from the coupling 

of several states computed prior to the spin-orbit coupling. At both the CASSCF and MS-

CASPT2 levels, the largest contribution (more than 93%) comes from the lowest 13 quartets and 

the second most important contribution (up to 6%) arises from the lowest 11 doublets (See Table 

S11). The first energy gap for SO-CASSCF(3,7) (108.7 cm-1) is about half of that obtained from 

SO-MS-CASPT2(3,7) (181.0 and 199.3 cm-1). The two CASPT2 values are in better agreement 

with previous results obtained from a crystal field model Hamiltonian (230 cm-1), which was 

constructed from fitting magnetic susceptibility curves.31 Finally, comparing the two SO-MS-

CASPT2(3,7) results, we notice that the inclusion of doublet states (set 2) affects the energies of 
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the lowest Kramer doublets, even though the largest contributions came from quartet states (See 

Table S11).  

Table 2: Relative energies for the lowest Kramer doublets (cm-1) for compound 1. Spin-Orbit 
(SO) effects were included on top of CASSCF(3,7) and MS-CASPT2(3,7) (Set 1 and Set 2) 
energies. 

Spin-orbit States CASSCF Set 1 Set 2 
1-2 0.0 0.0 0.0 
3-4 108.7 181.0 199.3 
5-6 352.6 409.1 290.0 
7-8 467.8 549.7 353.3 
9-10 565.8 710.5 465.2 
11-12 3743.7 3370.1 4391.1 

 

Figure 3presents the calculated magnetic susceptibility values, obtained according to eq. (1), for 

different methods together with the experimental data. The results obtained with the SO-

CASSCF(3,7) energies are in good agreement with the experimental values at low temperature 

(T < 100K), but start to deviate more in the higher temperature regime (T > 150K). The low 

temperature magnetic susceptibility is dominated by the contribution from the lowest spin-orbit 

state (1-2), 95% at 50K and 82% at 100K based on the Boltzmann population (See Table S12). 

The magnetic moments (µ) of such states are independent of the temperature, a phenomenon 

called temperature independent paramagnetism (TIP), which means that the χT values are linear 

with temperature. This effect is observed in the experimental data below 50 K, and it is 

reproduced in all the computed curves. When the next spin-orbit states (3-4) start to increase 

their Boltzmann populations (4% at 50K and 17% at 100K), the shape of the χT curve changes. 

These excited states have a smaller µ compared to states 1-2, and so at higher temperatures the 

magnetic susceptibility averaged over the various contributing spin-orbit states (states 1 to 10 
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have 100% Boltzmann population at 300K) has a much smaller slope of χT. Ultimately, χT 

should plateau towards the free ion value, where the high temperature populates most of the 

states and the ligand field splitting is negligible. This can be seen for the experimental curve but 

not for the computed χT. Overall the SO-CASSCF(3,7) calculations correctly capture the 

magnetic behavior of the lowest energy states but underestimate the effect of the higher energy 

states.  

The results from SO-MS-CASPT2(3,7) produce a curve that is shifted to higher values of χT and 

has a smaller slope at T < 100K compared to SO-CASSCF(3,7) and experiment. This behavior 

was observed before in a different uranium SMM complex, and could be corrected for by 

applying an arbitrary factor to the calculated χT values.32 However, while such an empirical 

correction can provide agreement with experiment for a single case, it is unlikely to be 

transferable from one species to the other. Moreover, the high computational cost of the SO-MS-

CASPT2(3,7) method makes it a challenge to apply to larger systems. Based on these results, we 

conclude that the formally less complete but computationally more practical SO-CASSCF(3,7) 

model is more suited for the examination of trends across systems, possibly owing to a fortuitous 

cancellation of errors, although SO-MS-CASPT2(3,7) might be preferable for the most accurate 

energetics in individual systems, when it is affordable.   
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Figure 3: Magnetic susceptibility plot for compound 1. Experiment (circles),16 SO-CASSCF 
(red) and SO-MS-CASPT2 (Set 1 blue, set 2 green). 

 

We next calculated the magnetic susceptibility curves of compounds 2, 3 and 4 using the more 

efficient SO-CASSCF(3,7) level of theory (Figure 4). The agreement between the SO-

CASSCF(3,7) results and experiment is better for 2-4 than for 1, and particularly good for 2. 

Unlike for 1, the calculated SO-CASSCF(3,7) curves for 2-4 lie below their experimental 

counterparts at higher temperature. Trends between compounds 2 and 3 are reasonably well 

reproduced, although with predicted differences smaller than measured. The magnetic 

susceptibility at very low temperatures (T<10K) is higher for 2, but the slope of the susceptibility 

is larger for 3 (Figure 4, inset). For T>30K, the susceptibility of 3 is greater than that for 2 until 

approximately T=300K at which point the two values are comparable. Compounds 2 and 3 differ 

in coordinating either a nitrogen or a carbon atom to the metal. Experimentally, it has been 
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shown that the organometallic case 3 possesses slower magnetic relaxation with one of the 

highest effective barriers (Ueff = 23 cm-1) observed for a mono-uranium SMM; the coordination 

compound 2 does not show the same behavior.17 Their different relaxation behavior may be 

attributable to a magnetic anisotropy difference. 

 

Figure 4: Magnetic susceptibility plot for compounds 1 (green), 2 (red), 3 (blue) and 4 (black). 
Experiment (circles)16-18 and SO-CASSCF(3,7) (lines). Inset shows the low temperature region. 

 

Table 3: Relative Spin-Orbit CASSCF(3,7) energies for the lowest Kramer doublets (cm-1) for 
compounds 1, 2, 3 and 4. Experimental values for compound 4 in parenthesis.30 

Spin-orbit States 1 2 3 4 
1-2 0.0 0.0 0.0 0.0 (0.0) 
3-4 108.7 174.7 109.0 257.9 (270) 
5-6 352.6 394.3 322.1 607.2 - 
7-8 467.8 502.7 403.9 1137.1 - 
9-10 565.8 552.6 455.7 1185.6 - 
11-12 3743.7 4482.7 4248.7 4665.4 (4354) 
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The relative energies for the calculated SO-CASSCF(3,7) states are presented in Table 3. The 

first energy gap between the Kramer doublets varies among the studied compounds. We also 

compare the values for compound 4 with the available experimental absorption data. The 

calculated energy gaps (257.9 and 4665.4 cm-1) are in quite good agreement with the first two 

experimental peaks (270 and 4354 cm-1, respectively).30 This agreement for species 4 increases 

confidence in the computed results for compounds 2 and 3. We attempt to correlate these 

excitation energies with the measured effective relaxation barriers (Ueff), although previous 

studies have not suggested any connection between these two quantities.31 The compounds with 

the largest experimental Ueff are 1 and 3 (16 and 23 cm-1 respectively), and our calculations show 

that these compounds have the lowest first energy gaps (108.7 and 109.0 cm-1). This might 

suggest that these two compounds have similar relaxation processes, because they share similar 

excitation energies. More experimental evidence will be needed to assess further this relationship 

between state-energy separations and effective relaxation barriers. 

IV. DISCUSSION   

 

Figure 5: Schematic representation of compound 1 with side (left) and top (right) view of the 
tricapped trigonal prism.  
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All of the compounds examined here have a tricapped trigonal prismatic coordination geometry 

around the uranium (Figure 5), consisting of six N (or C) and three extra residues in an equatorial 

position at a slightly larger distance. For compounds 1, 2 and 3, the residues consist of a H 

directly bonded to the B in the borate ligand (see left side of Figure 5) , whereas  4 has the extra 

pyrazolyl rings of the Tp3 ligand. In the case of 1, the agostic interaction between H and the 

uranium have been suggested to play an important role in the magnetic properties of the 

compound, particularly when compared to the phenyl substituted boron derivate (U(Ph2BPz2)3) 

of 1, which lacks the U-H interaction.6 The presence of the equatorial interaction axially 

elongates the prism, increasing the U-N (or C) distances. Table 4 presents the most relevant 

geometrical parameters of the studied compounds (experimental structures of 1, 2 and 3, 

BP86/TZ2P optimized geometry of 4) and the Mulliken charges of the uranium centers obtained 

from the CASSCF wave function of the ground state. 

Table 4: Geometric parameters and partial atomic charges (at CASSCF level) for the studied 
compounds. L is nitrogen except for compound 3 (carbon). R is hydrogen except for compound 4 
(nitrogen). 

Compound U-L (Å) U-R (Å) Bite Angle q(U3+) Ueff (cm-1) dEcalc (cm-1) 
1 2.535 2.856 78.9 1.35 16 108.7 
2 2.588 2.626 76.7 1.50 - 174.7 
3 2.661 2.750 73.8 0.81 23 109.0 
4 2.583 2.781 77.1 1.76 3.8 257.9 

 

Taking into account that all the ligands act as σ-donors, a stronger ligand interaction with 

uranium would mean a higher electron donation towards the uranium and a smaller positive 

charge on the latter. The Mulliken charges suggest that compound 3 has the largest electron 

donation to the uranium center (through covalency), followed by compounds 1, 2 and 4. Thus, 
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the ligand field strength should follow the same trend, and this has been confirmed in a 

qualitative manner, by the ligand field splitting of the U 5f orbitals at DFT/BP86 level.  

The differences between 1 and 2 can be attributed to elongation of the U-N distances (from 2.535 

to 2.588 Å) that weaken the ligand-uranium interaction in the latter. This elongation could be the 

result of steric repulsion between the substituted methyl groups that point towards the pyrazolyl 

rings of the other close ligands. In a similar fashion, compound 4 has the extra pyrazolyl on the 

boron center facing towards the other ligands, and the bulky substituents force longer distances 

to the uranium center, which lead to the weakest ligand field.    

The stronger interaction depicted in 3 can be attributed to the higher basicity and greater 

covalency of the carbene ligand, compared to pyrazolyl in 2, which outweighs that the distance 

between the ligand and the uranium is longer in 3 than in 2 (2.661 vs 2.588 Å, respectively).  

We identify compounds 1 and 3 as the best performing single molecule magnets, due to their 

effective barriers for magnetic relaxation. Both compounds have a similar energy separation for 

their lowest spin-orbit states and we have computed that they also have the strongest ligand 

fields.  

With this in mind, we studied a hypothetical isomer of 4, with C instead of N bonded to the 

uranium (i.e., incorporating carbene-like ligands, which we label as 4´). The optimized structure 

of 4´ with DFT/BP86 confirms trends noted above: an elongation of the distance between 

uranium and the ligands (from 2.583 to 2.635 Å) and a larger splitting of the U 5f orbitals. In 

addition, SO-CASSCF(3,7) results indicate a smaller Mulliken U charge (1.17 compared to 1.76 

of 4) and lower energy separation for the first excited spin-orbit states (58.8 cm-1). For the 

complete results see the supporting information. 
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From this computational experiment we conclude that carbene ligands could help to generate 

compounds with larger ligand-field splittings. It is important to note that in the experimental 

carbene compound (3), the ligand contains a methyl group substituting the alpha nitrogen. This 

could be important in two respects: it could stabilize the carbene structure by blocking the 

nitrogen as a donor center, and it may influence the interaction with the metal by the elongation 

of the distance due to steric repulsion. Therefore, the substituting group could be key to 

modulating the proper ligand field to obtain good magnetic properties.  

 

V. CONCLUSIONS 

Multiconfigurational electronic structure theory calculations for four uranium-based single-

molecule-magnets indicate that consideration of uranium 5f3 states alone is sufficient to account 

for all energetically relevant spin-orbit coupling effects. Trends in experimental magnetic 

susceptibility curves were well reproduced when considering all possible quartets and doublets 

with a spin-orbit CASSCF model including 3 electrons in 7 (5f) orbitals. For 4, calculated energy 

gaps between spin-orbit states agreed well with the first two peaks of the experimental 

absorption spectrum. In addition to expanding our understanding of the electronic structure and 

magnetic behaviour of uranium SMMs, we anticipate that analogous modeling will prove useful 

for the study of trans-uranium SMMs.  

VI. ASSOCIATED CONTENT 

Supporting Information. Experimental and computed structures details are reported, with 

associated energies. This material is available free of charge via the Internet at 

http://pubs.acs.org. 
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