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ABSTRACT 10 

It is known that the cross diffusion terms generate four different types of solutions to the 11 

one-dimensional unsteady diffusion equations for ternary mixtures. The stability of the 12 

fluid column corresponding to these solutions can be classified depending on the sign of 13 

the first derivative of density with respect to the direction of the gravity vector (i.e. 14 

𝜕𝜌 𝜕𝑦⁄ ) and the sign of (𝜕2𝜌 𝜕𝑦2⁄ )/𝑦, where 𝑦 = 0 is located at the center of the 15 

diffusion layer. The type of solution depends on the initial conditions and on the set of 16 

diffusion coefficients considered. One type of solution corresponds to a stable fluid 17 

column with (𝜕𝜌 𝜕𝑦⁄ < 0) and (𝜕2𝜌 𝜕𝑦2⁄ )/𝑦 > 0 . Two types of solutions generate fluid 18 

layers with unstable density stratification (𝜕𝜌 𝜕𝑦⁄ > 0) and the fourth type shows a fluid 19 

layer with (𝜕2𝜌 𝜕𝑦2⁄ )/𝑦 < 0 . We analyzed the unsteady diffusion processes in a ternary 20 

mixture under the conditions of experiments carried out to determine the four diffusion 21 

coefficients of the the ternary system 1,2,3,4-tetrahydronaphthaline-isobutylbenzene-22 

dodecane (THN-IBB-nC12). These measurements; performed in diffusion cells with an 23 

initially stable stratification within the cell, with the denser mixture at the bottom and the 24 

lighter at the top; are usually based on the validity of the one-dimensional unsteady 25 

diffusion mass transfer equations. The linear stability analysis for the onset of convection 26 

in the unstable layers with unstable density stratification (𝜕𝜌 𝜕𝑦⁄ > 0) indicates that the 27 

critical thickness of these layers depends on the Rayleigh numbers, on the diffusion 28 
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coefficients and on the initial conditions. To illustrate the flow structures that can be 1 

generated in these unstable conditions, we performed numerical simulations for selected 2 

sets of diffusion coefficients at different Rayleigh numbers. The results of these 3 

simulations are in general agreement with the predictions of the linear stability analysis 4 

and indicate that, under specific conditions, the convective motions developed in the cell 5 

produce significant departures of the concentration distributions from the pure diffusion 6 

situation. 7 

 8 

Keywords: natural convection, solutal convection, diffusion coefficient, cross diffusion, 9 

ternary mixtures, linear stability, numerical simulation. 10 
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NOMENCLATURE 1 

 2 

𝑎 wavenumber 3 

𝐷 diffusion coefficient 4 

𝑔 gravitational acceleration 5 

𝐾𝑒 kinetic energy 6 

𝐿 characteristic length 7 

𝑝 pressure 8 

ℜ real part 9 

𝑅𝑎 Rayleigh number 10 

𝑆𝑐 Schmidt number 11 

𝑡 time 12 

𝑢𝑖  velocity components 13 

𝑤 mass fraction 14 

𝑥, 𝑦, 𝑧 Cartesian coordinates 15 

 16 

Greek letters 17 

 18 

𝛽 solutal expansion coefficient, 𝛽𝑖 = (𝜕𝜌 𝜕𝑤𝑖⁄ ) 𝜌(0,0)⁄  19 

𝛿𝑖𝑗 Kronecker's delta 20 

𝛿 layer thickness 21 

Δ increment 22 

𝜂 similarity variable 23 

𝜆 wavelegth 24 

𝜇 dynamic viscosity 25 

𝜈 kinematic viscosity 26 
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𝜌 density 1 

𝜓 streamfuction 2 

 3 

Subscripts and superscripts 4 

 5 

∗ non-dimensional 6 

1, 2, 3 component of the mixture 7 

 𝑏 basic state 8 

𝑏𝑜𝑡 value at the bottom of the cell 9 

𝑐 critical 10 

𝑖𝑛 initial value 11 

𝑜 reference value 12 

𝑡𝑜𝑝 value at the top of the cell 13 

 14 

Special characters 15 

 16 

̅  averaged on a horizontal plane 17 

〈 〉 volume averaged 18 

′ perturbation 19 

  20 
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1-INTRODUCTION 1 

The experimental determination of the mass diffusion and thermodiffusion coefficients of 2 

the different chemical species in multicomponent liquid systems is relevant in many 3 

scientific and technological applications related, for instance, with crystal growth or 4 

biological systems [1-4]. Additionally, mass diffusion and thermodiffusion has due to the 5 

geothermal gradient, important implications in Earth sciences and, in particular, in 6 

petroleum industry. In this case, a more precise understanding of thermodiffusion 7 

phenomena can result in a more accurate modeling of crude oil reservoirs, which can lead 8 

to the reduction of the number of wells required and the cost of the initial prospections 9 

[5-7]. 10 

The present study considers liquid mixtures at room temperature -isothermal conditions- 11 

and to the particular ternary mixture of 1,2,3,4-tetrahydronaphthaline (THN), 12 

isobutylbenzene (IBB) and n-dodecane (nC12). This mixture is considered as a 13 

representative model of the different molecular families of the oil in natural reservoirs. 14 

Specifically, the naphthalenic, aromatic and aliphatic compounds are associated with the 15 

THN, IBB and nC12, respectively. Due to this similarity this particular system has been 16 

extensively investigated in Earth laboratories and also in reduced gravity environments, as 17 

the FOTON M3 spacecraft [8] or the International Space Station (ISS). In this last case, the 18 

corresponding experimental campaign of the European Space Agency, named Diffusion 19 

and Soret Coefficients-Diffusion Coefficients in Mixtures (DSC-DCMIX1) was initiated six 20 

years ago and many interesting results are still appearing in the literature [9-11]. 21 

A common experimental strategy for the determination of the four molecular diffusion 22 

coefficients of this transparent ternary system on Earth laboratories and at room 23 

temperature consists in the initial introduction of a heavier mixture at the bottom part of 24 

a diffusion cell while a lighter one is placed at the top. In this situation of stable 25 

stratification, molecular diffusion takes place and the resulting concentration distribution 26 

allows the final obtaining of the different terms of the diffusion matrix. In the Counter 27 

Flow Cell (CFC) technique [12, 13] optical digital interferometry [14-16] is used to measure 28 
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the density profile within the mixture. The subsequent nonlinear fitting between the 1 

obtained experimental data and the corresponding theoretical profiles of the purely 2 

diffusive process  allows the obtaining of the four diffusion coefficients [12]. Another 3 

methodology, the so-called Sliding Symmetric Tubes (SST) technique, uses a set of large 4 

moving tubes of small diameter [17-19]. The measurements and the subsequent nonlinear 5 

regressions are based on the determination of the averaged concentration values of the 6 

two different species in the upper and lower part of the different tubes [20, 21]. The 7 

typical length of the parallelepipedic cell in the CFC method is about one centimeter while 8 

that of the cylindrical cell in the SST one is twelve centimeters. This means that the 9 

experiments, especially in the second case, are very time consuming. Typically, fifteen-10 

eighteen days for SST against a few hours for CFC. However, despite the apparent 11 

simplicity of both methods, there exists in the literature an evident scatter in the 12 

numerical values of the diffusion coefficients which indicates some still unsolved 13 

difficulties [20]. 14 

To help in the resolution of this problem other methodologies have been used in Earth 15 

laboratories not only to obtain the diffusion matrix but also the Soret and thermodiffusion 16 

coefficients. The most common techniques found in the literature are the Open Ended 17 

Capillary Technique (OCT) [22, 23], the Taylor Dispersion Technique (TDT) [24] and the 18 

Two-Color Optical Beam Deflection Technique, (OBD) [25] 19 

In addition, to try to avoid the potential effect of residual convection in diffusion cells, the 20 

DSC-DCMIX1 experiment has also been performed in the International Space Station. In 21 

this case, the determination of the different coefficients was performed using the 22 

Selectable Optical Diagnostic Instrument (SODI) installed in the Microgravity Science 23 

Glovebox on the U.S. Laboratory, Destiny module [26]. The application of these different 24 

measurement techniques and environments to the same mixture shows appreciable 25 

scatter of the results, mainly in the values of the secondary diagonal of the diffusion 26 

matrix. 27 
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In Earth laboratories, a potential source of problems could be the evolution of convective 1 

motions in the initially stable flow due to the local competitions of the two driving forces 2 

generated by the concentration gradients of both independent components [27-29]. The 3 

result of this competition generates, in some cases, double-diffusive instabilities which 4 

could be appreciable perturbations in the experimental determination of the four 5 

molecular diffusion coefficients [30-33]. 6 

In summary, the present study particularizes and analyzes, theoretically and numerically, 7 

the possibility of the onset of undesired solutal natural convection flows in diffusion 8 

experiments of the ternary mixture THN-IBB-nC12 used in the DSC-DCMIX1 experiment. 9 

The flow structures that may develop and their potential effect on the determination of 10 

the diffusion coefficients are also reported and in deep discussed. 11 

  12 
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2.-MODELING DETAILS 1 

The THN-IBB-nC12 ternary mixture at constant room temperature is enclosed in a small 2 

parallelepipedic cell with rigid walls. Figure 1 shows the geometry used, which coincides 3 

with the one reported in the literature to determine the mass diffusion coefficients of the 4 

above-mentioned ternary mixture [12, 13]. 5 

 6 

 7 

Figure 1. Sketch of a diffusion cell used in the determination of diffusion coefficients [12] and the 8 

coordinate system adopted. 9 

 10 

The density of the mixture as a function of the concentrations can be modeled as, [17, 19]  11 

 𝜌 = 𝜌0[1 + 𝛽1(𝑤1 − 𝑤̅1) + 𝛽2(𝑤2 − 𝑤̅2)] (1) 12 

where 𝑤1 and 𝑤2 are the local mass fractions of THN and IBB, respectively, 𝑤̅1 and 𝑤̅2 are 13 

the volume averaged mass fractions, 𝜌0 = 842.377 𝑘𝑔 𝑚−3, 𝛽1 = 0.2581 and 𝛽2 =14 

0.1370, which are valid for mass fractions ratios close to 1:1:1. The dynamic viscosity of 15 

the mixture is considered constant (=1.289·10-3Pa·s) [17]. 16 

2.1.-Unsteady one-dimensional pure diffusion  17 
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Assuming a ternary mixture of constant physical properties and a purely unsteady one-1 

dimensional diffusion, the dimensionless mass transport equations can be written as 2 

 
𝜕𝑤1

𝜕𝑡∗ =
𝜕2𝑤1

𝜕𝑦∗2 + 𝐷12
∗ 𝜕2𝑤2

𝜕𝑦∗2  (2) 3 

 
𝜕𝑤2

𝜕𝑡∗ = 𝐷22
∗ 𝜕2𝑤2

𝜕𝑦∗2 + 𝐷21
∗ 𝜕2𝑤1

𝜕𝑦∗2  (3) 4 

The length scale used to define the non-dimensional variables is the width 𝐿 and, since the 5 

self diffusion coefficient of component 1, 𝐷11, is positive, the time scale is 𝐿2 𝐷11⁄ . Using 6 

these scales, the dimensional diffusion coefficients are scaled with 𝐷11 (i.e. 𝐷𝑖𝑗
∗ =7 

𝐷𝑖𝑗 𝐷11⁄ ) 8 

Analytical solutions of Eqs. 2 and 3, for an infinite domain, are summarized in Appendix A. 9 

The form of these closed solutions excludes some combinations of the diffusion 10 

coefficients which lead to non-physical (non-real) solutions for the mass fractions of the 11 

components of the mixture. Specifically the following restrictions apply [22, 34] 12 

 
𝐷11 > 0,  𝐷22 > 0, 𝐷12 ≠ 0

𝐷11𝐷22 − 𝐷12𝐷21 > 0 and (𝐷11 − 𝐷22)2 + 4𝐷12𝐷21  ≥ 0
 (4) 13 

2.2.-Unsteady three dimensional solutal convective flow  14 

If solutal free convection is considered, the non-dimensional continuity, momentum and 15 

mass transfer equations, assuming constant physical properties except for the linear 16 

variation of density with the concentration in the buoyancy terms, can be written as, 17 

 
𝜕𝑢𝑖

∗

𝜕𝑥𝑖
∗ = 0 (5) 18 

 
𝜕𝑢𝑖

∗

𝜕𝑡∗
+

𝜕𝑢𝑗
∗𝑢𝑖

∗

𝜕𝑥𝑗
∗ = −

𝜕𝑝∗

𝜕𝑥𝑖
∗ + 𝑆𝑐

𝜕2𝑢𝑖
∗

𝜕𝑥𝑗
∗2 − 𝑅𝑎1𝑆𝑐 𝑤1𝛿𝑖2 − 𝑅𝑎2𝑆𝑐 𝑤2𝛿𝑖2 (6) 19 

 
𝜕𝑤1

𝜕𝑡∗
+

𝜕𝑢𝑗
∗𝑤1

𝜕𝑥𝑗
∗ =

𝜕2𝑤1

𝜕𝑥𝑗
∗2 + 𝐷12

∗ 𝜕2𝑤2

𝜕𝑥𝑗
∗2  (7) 20 

 
𝜕𝑤2

𝜕𝑡∗ +
𝜕𝑢𝑗

∗𝑤2

𝜕𝑥𝑗
∗ = 𝐷22

∗ 𝜕2𝑤2

𝜕𝑥𝑗
∗ + 𝐷21

∗ 𝜕2𝑤1

𝜕𝑥𝑗
∗2  (8) 21 
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As in Equations 2 and 3, the length and time scales used to define the dimensionless 1 

variables are the width 𝐿 and the diffusion time based on the self-diffusion coefficient of 2 

component 1, 𝐿2 𝐷11⁄ . In Equation 6, 𝑆𝑐 = 𝜇 𝜌𝑜 𝐷11⁄  is the Schmidt number and 𝑅𝑎1 =3 

𝛽1𝐿3𝑔 𝜈 𝐷11⁄  and 𝑅𝑎2 = 𝛽2𝐿3𝑔 𝜈 𝐷11⁄  are the solutal Rayleigh numbers. Note that 𝛽1 and 4 

𝛽2 are defined in Equation 1 and 𝜌𝑜 is the reference density, 𝜌𝑜 = (𝜌𝑡𝑜𝑝 + 𝜌𝑏𝑜𝑡)/2. 5 

Non-slip boundary conditions for velocity and zero mass diffusion fluxes are imposed at 6 

the six walls of the cell. This last condition is equivalent to set to zero the derivatives of 7 

the mass fractions with respect to the wall-normal direction. In addition, the initial 8 

conditions assume fluid at rest and initial mass fractions for THN and IBB [13] as, 9 

 
𝑤𝑖𝑛 𝑇𝐻𝑁

𝑡𝑜𝑝 = 𝑤𝑖𝑛1
𝑡𝑜𝑝 = 0.31996, 𝑤𝑖𝑛 𝐼𝐵𝐵

𝑡𝑜𝑝 = 𝑤𝑖𝑛2
𝑡𝑜𝑝 = 0.34001

𝑤𝑖𝑛 𝑇𝐻𝑁
𝑏𝑜𝑡 = 𝑤𝑖𝑛1

𝑏𝑜𝑡 = 0.33891, 𝑤𝑖𝑛 𝐼𝐵𝐵
𝑏𝑜𝑡 = 𝑤𝑖𝑛2

𝑏𝑜𝑡 = 0.31991
 (9) 10 

Under these conditions the heavier mixture is placed in the half bottom of the cell and the 11 

lighter mixture at the top.  12 

The set of governing equations (Eqs. 5 to 8) together with the corresponding boundary 13 

conditions have been solved numerically with a validated domestic code that has been 14 

used for the simulation of thermal [35, 36] and solutal [37-39] convective flows. The mass 15 

and momentum diffusive fluxes and the momentum convective terms are discretized with 16 

second-order centered schemes while the mass advection terms are discretized with the 17 

TVD scheme [40]. The momentum equations are integrated in time with the Crank-18 

Nicholson scheme and the mass transfer equations with the second-order explicit Adams-19 

Bashford method. The non-dimensional time step was set to 2·10-6. Simulations were 20 

performed with a grid of 55x150x55 nodes. The node distributions are uniform along the 21 

horizontal directions (Δ𝑥∗ = Δ𝑧∗ = 0.018) and stretched towards 𝑦∗ = 0 along the 22 

vertical direction (Δ𝑦𝑚𝑎𝑥
∗ = 0.022, Δ𝑦𝑚𝑖𝑛

∗ = 0.005). Two simulations were conducted at 23 

the two largest Rayleigh numbers considered (𝑅𝑎1 = 1.78 · 108 and 𝑅𝑎2 = 9.49 · 107) 24 

with finer grids (65x170x65 and 75x190x75). Figure 2 compares the evolutions of the 25 

volume averaged kinetic energy of the three grids and it is shown that the grid used for 26 
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the simulations (55x150x55) reproduces well the prediction of the maximum of kinetic 1 

energy and it is a good compromise between accuracy and computational costs. 2 

 3 

Figure 2.Time evolution of the volume averaged kinetic energy for three different grids. 4 

3-RESULTS AND DISCUSSION 5 

3.1. Unsteady one-dimensional pure diffusion solutions 6 

We examined the form of the analytical solutions (see Appendix A) within the typical 7 

ranges of the diffusion coefficients [20]. Specifically,  8 

 −1.3 ≤ 𝐷12
∗ , 𝐷21

∗ ≤ 1.3, 0.5 ≤ 𝐷22
∗ ≤ 2.5,  (10) 9 

Solutions can be classified into four types [31]. Figure 3 shows examples of these four 10 

types of solutions for the initial mass fractions expressed in Equation 9. In Figure 3 the 11 

vertical axis corresponds to the non-dimensional vertical direction (defined as 𝜂 =12 

𝑦∗ 2 √𝑡∗⁄ ) in which the gravity acts (𝑔⃗ = −𝑔 𝑗). The density profiles included in this figure 13 

are computed using Equation 1. 14 
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Figure 3a shows a density profile corresponding to a stable stratification (Type I solution) 1 

along the vertical direction (i.e. 𝜕𝜌 𝜕𝜂⁄ ≤ 0 in the range 𝜂 ∈ (−∞, ∞)). Figure 3b exhibits 2 

two symmetrically distributed unstable zones of the density profile with respect to 𝜂 = 0 3 

(Type II solution) satisfying 𝜕𝜌 𝜕𝜂⁄ > 0 for 𝜂 > 1.0 and 𝜂 < −1.0. The density profile in 4 

Figure 3c shows a single unstable zone centered at 𝜂 = 0 (Type III solution) combining the 5 

condition 𝜕𝜌 𝜕𝜂⁄ > 0 in the range −0.2 < 𝜂 < 0.2  together with  (𝜕2𝜌 𝜕𝜂2⁄ ) 𝜂⁄ > 0 in 6 

the range 𝜂 𝜖 (−0.4, 0.4). Finally Figure 3d corresponds to a stable density stratification 7 

but with an unstable central region 𝜂 𝜖 (−0.9, 0.9) in which (𝜕2𝜌 𝜕𝜂2⁄ ) 𝜂⁄ > 0 (Type IV 8 

solution). Mention that the instability condition (𝜕2𝜌 𝜕𝜂2⁄ ) 𝜂⁄ > 0 does not require the 9 

appearance of density inversions, it is enough the presence of extra inflexion points on the 10 

density profile [27, 30, 31]. 11 

  12 
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 1 

 2 

 3 

Figure 3. Examples of concentration and density vertical profiles. (a) Type I. Stable solution. (b) 4 

Type II. Two symmetrically distributed unstable zones, with respect to 𝜂 = 0, indicated in grey. 5 

(c) Type III. An unstable zone, indicated in grey, centered at 𝜂 = 0. (d) Type IV. An unstable 6 

zone indicated in grey, centered at 𝜂 = 0. The corresponding sets of non-dimensional values of 7 

diffusion coefficients are included in each graph. 8 
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 1 

Figure 4. (a) Phase diagram of the different types of solutions. Red: Region of non-physical 2 

solutions. Dark blue: Type I. Green: Type II. Orange: Type III. Light blue: Type IV. (b) Region of 3 

non-physical solutions. (c) Type I. (d) Type II. The color indicates the difference between the 4 

maximum density and the density at 𝜂 → −∞ (e) Type III. The color indicates the difference 5 

between the local maximum density and the density at 𝜂 = 0 (f) Type IV. 6 

(a)

(c) (d)

(e) (f)

(b)
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Figure 4a depicts the stability map of each type of solution in the ranges of diffusion 1 

coefficients indicated in Equation 10 for the initial conditions given by Equation 9. In this 2 

figure, Type I solutions are plotted in dark blue, Type II in green, Type III in orange and 3 

Type IV in light blue. The red zones correspond to combinations of diffusion coefficients 4 

that lead to non-physical solutions to Equations 2 and 3. These combinations do not 5 

satisfy at least one of the restrictions expressed in Equation 4. The individually colored 6 

regions of Figure 4a are shown in Figures 4b to 4e. The region corresponding to the 7 

solutions of Type II (Fig. 4d) has been colored with the difference between the maximum 8 

density and the density at 𝜂 → −∞ (see Fig.3b). Similarly, the color of the region of 9 

solutions of Type III shown in Figure 4e indicates the density difference between the value 10 

at the local maximum and the local minimum (see Figure 3c). 11 

It can be seen that most of the physical solutions belongs to Type I (Fig. 4c) and Type II 12 

(Fig. 4d) and that the relative maximum density differences in the unstable regions of the 13 

Type II profiles are about Δ𝜌 𝜌0⁄ = 6 · 10−4 for the example considered. Type III solutions 14 

(Fig. 4e) are less probable but can generate relative maximum density differences of about 15 

Δ𝜌 𝜌0⁄ = 1.2 · 10−3 in relatively thin regions centered at 𝜂 = 0 (see Fig.3c). 16 

Table 1 summarizes the frequency of each type of solution in the ranges of diffusion 17 

coefficients indicated in Equation 10 for different initial conditions used in real diffusion 18 

experiments. This frequency can be associated with the volume of each type of solution in 19 

the three-dimensional stability map (as that shown in Fig. 4) with respect to the total 20 

volume occupied by the four types of solutions. It can be seen that solutions of Types III 21 

and IV are less frequent that those of Type I and Type II and that, in general, these 22 

frequencies considerably diminishes as the initial density difference between the mixtures 23 

at the bottom and the top parts of the cell is larger than 2 kg/m3. Also, for initial density 24 

differences larger than this value Table 1 shows that the Type I and Type II solutions have 25 

frequencies between 40%-80% and 30%-20%, respectively. 26 

  27 
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 Mialdun et al. [13] Larrañaga et al. [20] 

 Exp #1 Exp #2 Exp #3 Exp #4 Exp #1 Exp. #2 

𝑤𝑖𝑛1
𝑡𝑜𝑝

 0.31996 0.34006 0.31998 0.31982 0.3033 0.3033 

𝑤𝑖𝑛1
𝑏𝑜𝑡  0.33891 0.33994 0.34002 0.33962 0.3633 0.3633 

𝑤𝑖𝑛2
𝑡𝑜𝑝

 0.34001 0.31997 0.33998 0.32003 0.3433 0.3333 

𝑤𝑖𝑛2
𝑏𝑜𝑡  0.31991 0.34006 0.34007 0.33953 0.3233 0.3333 

𝜌𝑡𝑜𝑝(1) 841.4 845.7 841.4 843.7 838.2 837.0 

𝜌𝑏𝑜𝑡 (1) 845.7 843.5 843.5 843.5 848.9 850.1 

𝜌𝑏𝑜𝑡 − 𝜌𝑡𝑜𝑝(1) 1.8 2.3 4.4 6.6 10.7 13.0 

% Type I 28 38 76 73 65 76 

% Type II 59 28 23 24 33 23 

% Type III 5 8 0.002 0.04 0.008 0.02 

% Type IV 8 26 1 3 2 1 

Table 1. Frequency of the different types of solutions for different initial mass fractions.(1)[kg m-3] 1 

 2 

3.2. Linear stability analysis and numerical simulations of the unsteady solutal convection 3 

To determine if the zones with unstable density stratification of Type II and Type III can 4 

induce convective motions we applied a linear stability analysis to the convection 5 

governing equations. Additionally full three-dimensional numerical simulations were 6 

carried out to predict the occurrence, the topology and the intensity of the convection 7 

flows for Types II, III and IV. 8 

Table 2 summarizes the conditions of the simulations. The initial mass fractions 9 

considered are those of Exp#1 reported by [13] indicated in Table 1. The highest pair of 10 

Rayleigh numbers (𝑅𝑎1, 𝑅𝑎2) corresponds to a cell dimension of 5 mm and to the gravity 11 

acceleration on the Earth. 12 

  13 
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 1 

𝐿 

[m] 

𝑔 

[m s-2] 

𝜇 

[Pa·s] 

𝐷11 

[m2 s-1] 

Type 𝐷22
∗  𝐷12

∗  𝐷21
∗  𝑅𝑎1 𝑅𝑎2 𝑆𝑐 

5·10-3 9.81 

1.29·10-3 1.61·10-9 

II 2.50 1.28 -0.425 

1.78·108 9.47·107 

1.32·103 

 3.56·107 1.89·107 

1.78·107 9.47·106 

1.78·106 9.47·105 

5·10-3 9.81 

III 0.575 -1.05 -0.50 

1.78·108 9.47·107 

 3.56·107 1.89·107 

1.78·107 9.47·106 

1.78·106 9.47·105 

5·10-3 9.81 

IV 1.08 -1.00 -0.325 

1.78·108 9.47·107 

 3.56·107 3.56·107 

1.78·107 1.78·107 

1.78·106 1.78·106 

Table 2. Conditions of the simulations. 2 

The analytical solutions to the unsteady one-dimensional diffusion process indicate that 3 

the thickness of the unstable layers grow as 4 

 𝛿∗(𝑡∗) = 2Δ𝜂√𝑡∗ (11) 5 

For Type II solutions Δ𝜂 ≈ 2, (see Fig. 3b) and the layers grow as 𝛿∗(𝑡∗) ≈ 4 √𝑡∗. For Type 6 

III solutions Δ𝜂 ≈ 0.4, (see Fig. 3c) and the layer grows as 𝛿∗(𝑡∗) ≈ 0.8 √𝑡∗ and for Type 7 

IV, Δ𝜂 ≈ 1.8, (see Fig. 3d) and the layer grows as 𝛿∗(𝑡∗) ≈ 3.6 √𝑡∗ 8 

According to the linear stability analysis (details are included in Appendix B) the 9 

convective motions appear when the thickness of the unstable stratification layer reaches 10 

the value given by Equation 12 11 

 δc
∗ =

3π4/3

22/3 ℜ [(
𝐷12

∗ 𝐷21
∗ −𝐷22

∗

[𝑅𝑎1(𝐷12
∗ Δ𝑤2𝑏−𝐷22

∗ Δ𝑤1𝑏)+𝑅𝑎2(𝐷21
∗ Δ𝑤1𝑏−Δ𝑤2𝑏)]

)
1/3

] (12) 12 

The horizontal wavelength of the perturbations is  13 

 𝜆𝑐
∗ =

𝜆𝑐

𝛿𝑐
=

2𝜋

𝑎𝑐
≈ 2.828 (13) 14 
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which is the same that the classical result for the stress-free Rayleigh-Bénard convection 1 

(see for example [41]). Table 3 shows the prediction of the minimum thickness for the 2 

different cases considered in the simulations. The values of Δ𝑤1𝑏 and Δ𝑤2𝑏, which are the 3 

increments of mass fractions between the top and the bottom of the unstable layer, are 4 

calculated using the analytical solution of the unsteady pure diffusion situation (Eqs. A-8 5 

and A-9). 6 

Type 𝐷22
∗  𝐷12

∗  𝐷21
∗  Δ𝑤1𝑏 Δ𝑤2𝑏  𝑅𝑎1 𝑅𝑎2 δc

∗ 𝑡c
∗ 

II 2.50 1.28 -0.425 5.86·10-4 3.67·10-3 

1.78·108 9.47·107 0.1071 0.0007 

3.56·107 1.89·107 0.1832 0.0021 

1.78·107 9.47·106 0.2308 0.0033 

1.78·106 9.47·105 0.4973 0.0155 

III 0.575 -1.05 -0.50 1.52·10-3 8.50·10-3 

1.78·108 9.47·107 0.0232 0.0008 

3.56·107 1.89·107 0.0397 0.0025 

1.78·107 9.47·106 0.0500 0.0039 

1.78·106 9.47·105 0.1078 0.0182 

IV 1.08 -1.00 -0.325 -0.010 0.0150 

1.78·108 9.47·107 0.0644 0.0003 

3.56·107 1.89·107 0.1101 0.0009 

1.78·107 9.47·106 0.1387 0.0015 

1.78·106 9.47·105 0.2988 0.0069 

Table 3.Critical thicknesses of the unstable layers and the corresponding critical times. 7 

It can be seen that, for a given pair of Rayleigh numbers, the critical thickness for Type II 8 

and Type IV solutions is about 4.6 times larger than for Type III solutions. However the 9 

unstable layers for Type III solutions grow 5 times faster than for Type II. This produces 10 

similar critical times for Type II and Type III solutions, as shown in Table 3.  11 

  12 
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 1 

Figure 5. Time evolution of the volume averaged kinetic energy for simulations of (a) Type II, (b) 2 

Type III and (c) Type IV. The corresponding Rayleigh numbers are indicated in Table 2. The 3 

scales at the top horizontal axes correspond to the time evolution of the thickness of the 4 

unstable layers for the pure diffusion conditions. 5 

Figure 5 shows the time evolutions of the volume averaged kinetic energy predicted by 6 

the numerical simulations carried out with the parameters indicated in Table 2. Note that 7 

the vertical scale of the plots is logarithmic and that under the physical conditions 8 

considered, a value of the non-dimensional kinetic energy of 0.1 corresponds to a fluid 9 

velocity of about 0.1m/s (i.e. 0.36 mm/h), which can be considered negligibly small. As a 10 

reference of time, the pure diffusion process reaches the horizontal walls of the cell (i.e. 11 

changes in the density larger than 1% in comparison with the initial values) at non-12 
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dimensional times of 0.02 for Type II and Type III solutions. Figure 5 shows that convective 1 

motions are initiated, in general, well before this time for the three largest pair of Rayleigh 2 

numbers considered in the simulations. It can be seen that the initiation of the increase of 3 

the kinetic energy is delayed in time as the Rayleigh number decreases. The critical times 4 

obtained with the linear stability analysis shown in Table 3 are indicated in Figure 5 along 5 

the bottom horizontal axes. It can be seen that they agree with the time, predicted by the 6 

simulations, at which the kinetic energy starts to increase for solutions of Type II and Type 7 

III that exhibit fluid layers with density inversions (see Fig. 3b and 3c). In the case of Type 8 

IV solutions, in which the instability is produced by the condition (𝜕2𝜌 𝜕𝜂2⁄ ) 𝜂⁄ > 0 (see 9 

Fig. 3d), the linear stability analysis underpredict the time for the onset of convection, 10 

especially at low Rayleigh numbers. This is produced probably because in this case the 11 

rate of growth of the perturbations is comparable to the rate of change of the 12 

concentrations corresponding to the quiescent state (i.e. 𝜕𝑤𝑖
′ 𝜕𝑡⁄ ≈ 𝜕𝑤𝑖𝑏 𝜕𝑡⁄ , see 13 

Appendix B) and the quasi-steady state assumption for the evolution of the 14 

concentrations, used to obtain Eq. 12, is not completely satisfied. Figure 5a, corresponding 15 

to the Type II solutions, shows that for the lowest pair of Rayleigh numbers the simulation 16 

does not predict the increase of kinetic energy after the critical time obtained with the 17 

linear stability analysis (𝑡c
∗ = 0.0155). At this time, the thickness of the unstable layers is 18 

about 𝛿∗ ≈ 0.5 (see Table 3) and the centers of the pair of unstable layers, located near 19 

𝜂 ≈ ±2 (see Fig. 3a), are at a distance of the horizontal walls of about 0.5𝐿. This relatively 20 

large thickness of the unstable layer, in comparison with the cell dimensions, avoids the 21 

growth of perturbations with the critical wavelength obtained with the linear stability 22 

analysis (𝜆𝑐 = 2.828). Note that this wavelength corresponds to a layer with an aspect 23 

ratio (width/height) of 0.35𝐿 and that for an unstable layer with this thickness the 24 

stabilizing effect of the solid lateral walls of the cell damps the growth of the 25 

perturbations. 26 
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 1 

Figure 6. Mass fraction profiles at 𝑡∗ = 2.8 · 10−3 for Type II solutions at 𝑅𝑎1 = 1.78 · 108 and 2 

𝑅𝑎2 = 9.47 · 107 3 

As an example of the deviations of the pure diffusion situation that the convective 4 

motions generated in the unstable layers can produce, Figure 6 shows the vertical profiles 5 

of the mass fractions at 𝑡∗ = 2.8 · 10−3 for Type II solutions at the largest pair of Rayleigh 6 

numbers. As shown in Figure 5a, at this time, the maximum of the kinetic energy occurs. 7 

The profiles corresponding to the numerical simulation have been obtained by averaging 8 

the values of the mass fractions on each horizontal plane. It can be seen that differences 9 

between the theoretical pure diffusion situation and the actual convective situation are 10 

important and that the convection flows tend to smooth the concentration profiles due to 11 

mixing. At this specific time, the set of diffusion coefficients in the analytical solutions that 12 

best fits the density profile corresponding to the numerically simulated mass fractions in 13 

Figure 6 is 𝐷22
∗ = 0.50, 𝐷12

∗ = 0.875, 𝐷21
∗ = 0.50. These values are very different of the 14 

set used in the simulations (see Table 3). 15 
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 1 

Figure 7.Time evolution of the deviation with respect to the pure diffusion situation for Type II 2 

solutions. Continuous lines:𝑤1. Dashed lines: 𝑤2 3 

Figure 7 shows, for the Type II solution, the time-evolution of the average deviation of the 4 

mass fraction profiles numerically predicted with respect to the analytical solution. A 5 

similar plot is obtained for the Type III solution and it has been omitted here for sake of 6 

brevity. The deviation of the numerical profile for each component of the mixture is 7 

defined as, 8 

 〈%𝐷𝑒𝑣𝑖〉 = 100 〈
|(𝑤𝑖(𝑦))𝑎𝑛𝑎𝑙𝑦𝑡𝑖𝑐𝑎𝑙−(𝑤𝑖)(𝑦)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅

𝑠𝑖𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛|

(𝑤𝑖)
𝑖𝑛𝑖
𝑡𝑜𝑝

−(𝑤𝑖)𝑖𝑛𝑖
𝑏𝑜𝑡

〉 (14) 9 

It can be seen in Figure 7 that for the three largest pairs of Rayleigh numbers, at which 10 

intense convective motions occur (see Fig. 6a), maximum deviations range between 2% 11 

and 7%. As a reference the profiles of component 1 and component 2 shown in Figure 6 12 

have deviations of 4.2% and 2.9%, respectively. For the lowest pair of Rayleigh numbers, 13 

at which simulations predict a pure diffusion situation (see Fig. 6a), deviations start to be 14 

evident for 𝑡∗ > 0.05, this is well after the diffusion process has reached the horizontal 15 

walls of the cell and the validity of the analytical solution for an infinite one-dimensional 16 

domain fails. 17 
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To illustrate the flow structures generated by the convective motions Figures 8.II-a, 8.III-a 1 

and 8.IV-a show isosurfaces of the vertical velocity component and Figures 8.II-b, 8.III-b 2 

and 8.IV-b contours of the mass fractions of component 1 superimposed to the velocity 3 

vector field along a vertical diagonal plane. Animations of the flow structures are available 4 

as Supplementary material and descriptions are included in Appendix C. 5 

 6 

Figure 8. Snapshots of the instantaneous flow structures for solutions of Type II (𝑅𝑎1 = 1.78 ·7 

108, 𝑅𝑎2 = 9.47 · 107, 𝑡∗ = 2.8 · 10−3), Type III (𝑅𝑎1 = 3.56 · 107, 𝑅𝑎2 = 1.89 · 107, 𝑡∗ =8 

1.23 · 10−2) and Type IV (𝑅𝑎1 = 3.56 · 107, 𝑅𝑎2 = 1.89 · 107, 𝑡∗ = 2.00 · 10−2). II.a, III.a and 9 

IV.a: Isosurfaces of the vertical velocity component for Type II, Type III and Type IV solutions, 10 

respectively. II.b, III.b and IV.b: Contours of mass fraction of component 1 and velocity vectors 11 

on a vertical diagonal plane. 12 

It can be seen in Figures 8.II-a and 8.II-b that the flow is antisymmetric with respect to the 13 

horizontal midplane of the cell (𝑦∗ = 0). In the top/bottom half of the cell the flow 14 

ascends/descends near the four vertical edges and descends/ascends along the vertical 15 
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axis of the cell. This flow structure can be understood as two toroidal rolls; one toroidal 1 

roll in each half of the diffusion cell. The toroidal rolls have been observed numerically and 2 

experimentally in Rayleigh-Bénard flows in cubical cavities [35, 42]. Figure 8II-b shows that 3 

the combined effect of the two toroidal rolls on the mass fraction distribution is the 4 

increase of the thickness of the mixing layer near the sidewalls of the cell and the 5 

decrease of this thickness in the center. 6 

Figures 8.III and 8.IV show that for the Type III and Type IV solutions the flow consists in 7 

arrays of relatively thin, ascending and descending plumes that produce intense mixing. It 8 

can be seen comparing the vector fields of Figures 8.II-b and 8.III-b that the rolling 9 

motions of both figures have different horizontal wavelength. The flow shown in Figure 10 

8.II-b has two rolling motions along the horizontal direction (i.e. the wavelength is the 11 

distance between two diagonally opposed vertical edges).In the case of the flow shown in 12 

Figure 8.III-b (Type III solution) or Figure 8.IV-b (Type IV solution) the horizontal 13 

wavelength of the rolling motions is about a half of that in Figure 8.II-b (Type II solution). 14 

Note that, according to the linear stability analysis, perturbations in the Type II solution 15 

grow initially in a layer of thickness δc
∗ ≈ 0.1 (see Table 3) while perturbations the Type III 16 

solution grow in an unstable layer of thickness δc
∗ ≈ 0.04 (i.e. about a half of that in the 17 

Type II solution). This reduced thickness allows the growth of perturbations with a smaller 18 

wavelength, that evolve into the relatively thin plumes shown in Figure 8.III-a. 19 

  20 



25 
 

4-CONCLUSIONS 1 

We analyzed the unsteady diffusion process of ternary mixtures under the conditions of 2 

experiments carried out to determine the diffusion coefficients. In these situations it is 3 

known that cross diffusion terms generate four types of solutions to the one-dimensional 4 

unsteady diffusion equations in ternary mixtures, depending on the specific set of 5 

diffusion coefficients and initial conditions. In the case of a diffusion process initiated with 6 

a stable stratification (i.e. the denser mixture at the bottom and the lighter at the top), 7 

two types of solutions (Type II and Type III) generate fluid layers with unstable density 8 

stratification. In the other two types of solutions (Type I and Type IV) the stratification  is 9 

stable but one type (Type IV) has an unstable fluid layer associated with the sign of the 10 

second derivative of density with respect to the vertical direction. Within the usual ranges 11 

of diffusion coefficients Type I and Type II solutions have frequencies between 40%-80% 12 

and 30%-20%, respectively, depending on the initial concentrations of the components of 13 

the mixture. Type III solutions are less frequent with maximum frequencies of about 8%. 14 

The occurrence of Type IV solutions ranges between 26% and 1% with a strong 15 

dependence on the initial conditions.  16 

To illustrate the convection flows that can be generated, full three-dimensional numerical 17 

simulations have been conducted of the unsteady diffusion processes in a ternary mixture 18 

under the conditions of experiments carried out in a diffusion cell. For the simulations we 19 

considered different sets of diffusion coefficients corresponding to the Type II, Type III and 20 

Type IV solutions and different Rayleigh numbers. The linear stability analysis indicates a 21 

minimum thickness of the unstable layers with density inversions (Type II and Type III) for 22 

the onset of convection which is in agreement with the simulations and predicts the same 23 

critical wavelength of the perturbations as in the classical Rayleigh-Bénard flow with stress 24 

free boundary conditions. In the case of Type IV solutions the linear stability analysis 25 

underpredicts the time at which the onset of convection is observed in the numerical 26 

simulations, especially at low Rayleigh numbers. The onset of convection in Type II 27 

solutions, that generate two unstable layers, is numerically observed at about the same 28 

times as in Type III solutions, which has a single unstable layer. However the different 29 
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rates of growth of the unstable layers (𝛿∗(𝑡∗) ≈ 4 √𝑡∗, for Type II solutions and𝛿∗(𝑡∗) ≈1 

0.8 √𝑡∗ for Type III solutions) produce that the onset of convection occurs at larger layer 2 

thicknesses for Type II solutions than for Type III solutions. 3 

For the sets of Rayleigh numbers and diffusion coefficients considered, large-scale 4 

convective motions are generated for Type II, Type III and Type IV solutions, which 5 

produce significant departures of the concentration distributions from the pure diffusion 6 

situation. The instability in Type III and Type IV solutions is initiated in relatively thin layers 7 

and a flow pattern consisting in arrays of ascending and descending plumes is observed. 8 

For Type II solutions antisymmetric large-scale toroidal shaped flows develop in the two 9 

halves of the diffusion cell. 10 
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APPENDIX A. Analytical solutions of the one-dimensional unsteady diffusion process 1 

One dimensional unsteady diffusion processes in ternary mixtures can be modelled with 2 

the following partial differential equations, 3 

 
𝜕𝑤1

𝜕𝑡∗ =
𝜕2𝑤1

𝜕𝑦∗2 + 𝐷12
∗ 𝜕2𝑤2

𝜕𝑦∗2  (A-1) 4 

 
𝜕𝑤2

𝜕𝑡∗
= 𝐷22

∗ 𝜕2𝑤2

𝜕𝑦∗2
+ 𝐷21

∗ 𝜕2𝑤1

𝜕𝑦∗2
 (A-2)  5 

When the diffusion process occurs far from bounding walls (i.e. in an infinite domain), the 6 

partial differential governing equations (Eqs. A-1 and A-2) can be transformed using the 7 

similarity variable 𝜉 defined as, 8 

 𝜉 = 𝛼𝜂 = 𝛼
𝑦

2 √𝑡 𝐷11
= 𝛼

𝑦∗

2 √𝑡∗ (A-3) 9 

The resulting two ordinary differential equations can be written as, 10 

 2 𝜉 
𝑑𝑤1

𝑑𝜉
+ 𝛼2 𝑑2𝑤1

𝑑𝜉2 + 𝐷12
∗ 𝛼2 𝑑2𝑤2

𝑑𝜉2 = 0 (A-4) 11 

 2 𝜉 
𝑑𝑤2

𝑑𝜉
+ 𝐷21

∗ 𝛼2 𝑑2𝑤1

𝑑𝜉2 + 𝐷22
∗ 𝛼2 𝑑2𝑤2

𝑑𝜉2 = 0 (A-5) 12 

Considering an infinite fluid column, the boundary conditions are; 13 

 𝜉 → ∞; 𝑤1 = 𝑤𝑖𝑛1
𝑡𝑜𝑝; 𝑤2 = 𝑤𝑖𝑛2

𝑡𝑜𝑝 (A-6) 14 

and 15 

 𝜉 → −∞; 𝑤1 = 𝑤𝑖𝑛1
𝑏𝑜𝑡; 𝑤2 = 𝑤𝑖𝑛2

𝑏𝑜𝑡 (A-7) 16 

The solutions to Equations A-4 to A-7 are given in Larrañaga et al. [20] and they can be 17 

written as, 18 

 𝑤1 = 𝐴 erfc(𝛼1𝜂) + 𝐵 erfc(𝛼2𝜂) + 𝑤𝑖𝑛1
𝑡𝑜𝑝 (A-8) 19 

 𝑤2 = 𝐴 (
1−𝛼1

2

𝐷12
∗  𝛼1

2) erfc(𝛼1𝜂) + 𝐵 (
1−𝛼2

2

𝐷12
∗  𝛼2

2) erfc(𝛼2𝜂) + 𝑤𝑖𝑛2
𝑡𝑜𝑝

 (A-9) 20 
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where 1 

 𝐴 =
𝐷12

∗  𝛼1
2 𝛼2

2(𝑤𝑖𝑛2
𝑏𝑜𝑡−𝑤𝑖𝑛2

𝑡𝑜𝑝
)− 𝛼1

2(𝑤𝑖𝑛1
𝑏𝑜𝑡−𝑤𝑖𝑛1

𝑡𝑜𝑝
)(1− 𝛼2

2)

2( 𝛼2
2− 𝛼1

2)
 (A-10) 2 

 𝐵 =
𝐷12

∗  𝛼1
2 𝛼2

2(𝑤𝑖𝑛2
𝑏𝑜𝑡−𝑤𝑖𝑛2

𝑡𝑜𝑝
)− 𝛼2

2(𝑤𝑖𝑛1
𝑏𝑜𝑡−𝑤𝑖𝑛1

𝑡𝑜𝑝
)(1− 𝛼1

2)

2( 𝛼1
2− 𝛼2

2)
 (A-11) 3 

and 4 

 𝛼1 = √
−1−𝐷22

∗ −√(1+𝐷22
∗ )2+4(𝐷12

∗ 𝐷21
∗ −𝐷22

∗ )

2(𝐷12
∗ 𝐷21

∗ −𝐷22
∗ )

 (A-12) 5 

 𝛼2 = √
−1−𝐷22

∗ +√(1+𝐷22
∗ )2+4(𝐷12

∗ 𝐷21
∗ −𝐷22

∗ )

2(𝐷12
∗ 𝐷21

∗ −𝐷22
∗ )

 (A-13) 6 
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APPENDIX B. Linear stability analysis 1 

In this appendix we include the details of the linear stability analysis applied to the 2 

governing equations to determine the required conditions for the onset of convection in 3 

the layers with unstable density stratification of solutions of Type II and Type III. 4 

We assume that each layer, in which an unstable density occurs, can be approximated as a 5 

two-dimensional fluid layer with an instantaneous thickness 𝛿. This is valid for large aspect 6 

ratio (width/height) layers. Gravity acts along the negative 𝑦-direction (see Fig. B.1). 7 

 8 

Figure B.1. Sketch of a fluid layer with unstable density stratification. The thick line 9 

indicates the vertical density profile.  10 

The basic quiescent state in the layer, indicated with the subscript b, can be defined by 11 

the pure diffusion situation as, 12 

 
𝑢𝑏𝑖

= 0; 
𝑑𝑝𝑏

𝑑𝑦
= −𝑔 𝜌𝑏(𝑦); 𝜌𝑏 = 𝜌𝑜(1 + 𝛽1𝑤1𝑏 + +𝛽2𝑤2𝑏)

𝜕𝑤1𝑏

𝜕𝑡
= 𝐷11

𝜕2𝑤1𝑏

𝜕𝑦2 + 𝐷12
𝜕2𝑤2𝑏

𝜕𝑦2 ;  
𝜕𝑤2𝑏

𝜕𝑡
= 𝐷21

𝜕2𝑤1𝑏

𝜕𝑦2 + 𝐷22
𝜕2𝑤2𝑏

𝜕𝑦2

 (B-1) 13 

According to this, the instantaneous concentrations within the layer (𝑤1𝑏(𝑦) and 𝑤2𝑏(𝑦)) 14 

are given by Equations A-8 and A-9. 15 

The two-dimensional perturbed state is defined in Equation B-2 as the basic quiescent 16 

state plus the perturbations, which are denoted with the prime symbol. 17 

y=0

y=

b(y)
gw1b(y=)

w2b(y=)

w1b(y=0)

w2b(y=0)
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𝑢𝑖 = 𝑢𝑏𝑖

+ 𝑢𝑖
′;   𝜌 = 𝜌𝑏 + 𝜌′;  𝜌′ = 𝜌𝑜(𝛽1𝑤1𝑏

′ + 𝛽2𝑤2𝑏
′ )

𝑤1 = 𝑤1𝑏 + 𝑤1
′ ;  𝑤2 = 𝑤2𝑏 + 𝑤2

′  (B-2) 1 

The streamfunction associated with the velocity perturbations is,  2 

 𝑢′ =
𝜕𝜓

𝜕𝑦
 , 𝑣′ = −

𝜕𝜓

𝜕𝑥
 (B-3) 3 

We assume that the rate of growth of the perturbations is larger than the rate of change 4 

of the concentrations of the quiescent state (i.e. 𝜕𝑤1
′ 𝜕𝑡⁄ ≫ 𝜕𝑤1𝑏 𝜕𝑡⁄  and 𝜕𝑤2

′ 𝜕𝑡⁄ ≫5 

𝜕𝑤2𝑏 𝜕𝑡⁄ ) and we approximate the variations of the concentrations within the layer with 6 

linear dependences (i.e. 𝑤1𝑏 = (Δ𝑤1𝑏 𝛿⁄ ) 𝑦 + 𝑤1𝑏(𝑦=0)  and 𝑤2𝑏 = (Δ𝑤2𝑏 𝛿⁄ ) 𝑦 + 𝑤2𝑏(𝑦=0) ). 7 

According to these hypotheses, the substitution of Equations B-2 and B-3 into the 8 

governing equations and neglecting the second-order terms lead to,  9 

 
1

𝑆𝑐

𝜕

𝜕𝑡∗
(∇2𝜓∗) = ∇4𝜓∗ + 𝑅𝑎1

𝛿 𝜕𝑤1
′

𝜕𝑥∗ + 𝑅𝑎2
𝛿 𝜕𝑤2

′

𝜕𝑥∗  (B-4) 10 

 
𝜕𝑤1

′

𝜕𝑡∗ =
𝜕𝜓∗

𝜕𝑥∗ Δ𝑤1𝑏 + ∇2𝑤1
′ + 𝐷12

∗ ∇2𝑤2
′  (B-5) 11 

 
𝜕𝑤2

′

𝜕𝑡∗ =
𝜕𝜓∗

𝜕𝑥∗ Δ𝑤2𝑏 + 𝐷21
∗ ∇2𝑤1

′ + 𝐷22
∗ ∇2𝑤2

′  (B-6) 12 

where 𝑅𝑎1
𝛿 = 𝛽1𝑔𝛿3 𝜈𝐷11⁄ , 𝑅𝑎2

𝛿 = 𝛽2𝑔𝛿3 𝜈𝐷11⁄  are the Rayleigh numbers based on the 13 

thickness of the unstable layer and Δ𝑤1𝑏 = 𝑤1𝑏 (𝑦=𝛿) − 𝑤1𝑏 (𝑦=0) and Δ𝑤2𝑏 = 𝑤2𝑏 (𝑦=𝛿) −14 

𝑤2𝑏 (𝑦=0) are the instantaneous increments of mass fractions between 𝑦 = 𝛿 and 𝑦 = 0, 15 

which can be computed with Eqs. A-8 and A-9. The non-dimensional variables in Equations 16 

B-4 to B-6 are obtained using 𝛿 as the length scale and 𝛿2 𝐷11⁄  as the time scale. The 17 

stress-free boundary conditions to Equations B-4 to B-6 are, 18 

 𝜓∗ = ∇2𝜓∗ = 𝑤1
′ = 𝑤2

′ = 0 at 𝑦∗ = 0 and 𝑦∗ = 1 (B-7) 19 

The two-dimensional periodic perturbations are assumed to be of the form, 20 

 𝜓∗ = Ψ 𝑒𝜎𝑡∗
𝑠𝑖𝑛(𝑎𝑥∗)𝑠𝑖𝑛(𝜋𝑦∗) (B-8) 21 

 𝑤1
′ = W1 𝑒𝜎𝑡∗

𝑐𝑜𝑠(𝑎𝑥∗)𝑠𝑖𝑛(𝜋𝑦∗) (B-9) 22 
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 𝑤2
′ = W2 𝑒𝜎𝑡∗

𝑐𝑜𝑠(𝑎𝑥∗)𝑠𝑖𝑛(𝜋𝑦∗) (B-10) 1 

where 𝑎 is the wavenumber and 𝜎 is the growth rate of the perturbations. 2 

The insertion of Equations B-8 to B-10 into Equations B-4 to B-6 and setting 𝜎 = 0 , to 3 

determine the marginal stability situation, lead to, 4 

 K4Ψ − 𝑎 𝑅𝑎1
𝛿W1 − 𝑎 𝑅𝑎2

𝛿W2 = 0 (B-11) 5 

 −𝑎 Δ𝑤1𝑏Ψ + K2W1 + K2𝐷12
∗ W2 = 0 (B-12) 6 

 −𝑎 Δ𝑤2𝑏Ψ + K2𝐷21
∗ W1 + K2𝐷22

∗ W2 = 0 (B-13) 7 

where K2 = (𝑎2 + 𝜋2). To obtain a non-trivial solution of this linear system, we require 8 

 
K6(𝐷22

∗ − 𝐷12
∗ 𝐷21

∗ ) +

+𝑎2[𝑅𝑎1
𝛿(𝐷12

∗ Δ𝑤2𝑏 − 𝐷22
∗ Δ𝑤1𝑏) + 𝑅𝑎2

𝛿(𝐷21
∗ Δ𝑤1𝑏 − Δ𝑤2𝑏)]

= 0 (B-14) 9 

Multiplying Equation B-14 by 𝛿∗−3 = (𝐿/𝛿)3, one can obtain the expression in terms of 10 

the Rayleigh numbers based on the characteristic length of the diffusion cell, 𝐿 (𝑅𝑎1 =11 

𝛽1𝑔𝐿3 𝜈𝐷11⁄  and 𝑅𝑎2 = 𝛽2𝑔𝐿3 𝜈𝐷11⁄ ) 12 

 
(𝐿/𝛿)3 K6(𝐷22

∗ − 𝐷12
∗ 𝐷21

∗ ) +

+𝑎2[𝑅𝑎1(𝐷12
∗ Δ𝑤2𝑏 − 𝐷22

∗ Δ𝑤1𝑏) + 𝑅𝑎2(𝐷21
∗ Δ𝑤1𝑏 − Δ𝑤2𝑏)]

= 0 (B-15) 13 

Finally, Equation B-15 can be rewritten as, 14 

 𝛿∗3 −
K6(𝐷12

∗ 𝐷21
∗ −𝐷22

∗ )

𝑎2[𝑅𝑎1(𝐷12
∗ Δ𝑤2𝑏−𝐷22

∗ Δ𝑤1𝑏)+𝑅𝑎2(𝐷21
∗ Δ𝑤1𝑏−Δ𝑤2𝑏)]

= 0 (B-16) 15 

The critical wavenumber that minimizes the thickness of the layer (i.e. 
𝜕𝛿∗

𝜕𝑎
= 0) is 16 

 𝑎𝑐 =
𝜋

√2
≈ 2.221, (B-17) 17 

which is the same that the classical result for the stress-free Rayleigh-Bénard convection 18 

[41]. The corresponding minimum (critical) thickness is  19 
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 δc
∗ =

3π4/3

22/3
ℜ [(

𝐷12
∗ 𝐷21

∗ −𝐷22
∗

[𝑅𝑎1(𝐷12
∗ Δ𝑤2𝑏−𝐷22

∗ Δ𝑤1𝑏)+𝑅𝑎2(𝐷21
∗ Δ𝑤1𝑏−Δ𝑤2𝑏)]

)
1/3

] (B-18) 1 

Equation B-17 indicates the minimum thickness of the unstable layer needed for the 2 

perturbations to grow according to the linear stability criterion. 3 
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APPENDIX C. Description of the flow animations 1 

 2 

Movie#1 to Movie#3 show the animation of the isosurfaces of the vertical velocity 3 

component and of the contours of the mass fraction of component 1. The red and blue 4 

contours on the vertical plane of the cell indicate the initial concentrations of component 5 

1. The initial conditions are those of Exp#1 reported by Mialdun et al. [13] (See Table 1). 6 

The parameters used for Movie#1 are: (Type II solution) 𝐷22
∗ = 2.50, 𝐷12

∗ = 1.28, 𝐷21
∗ =7 

−0.425,𝑅𝑎1 = 1.78 · 108, 𝑅𝑎2 = 9.47 · 107, 𝑆𝑐 = 1.32 · 103; Green isosurface,𝑣∗ = 50 8 

(ascending flow); Yellow isosurface, 𝑣∗ = −50 (descending flow); Initial time 𝑡∗ = 10−4; 9 

End time 𝑡∗ = 3.91 · 10−2. 10 

The parameters used for Movie#2 are: (Type III solution) 𝐷22
∗ = 0.575, 𝐷12

∗ = −1.05, 11 

𝐷21
∗ = −0.50;𝑅𝑎1 = 3.56 · 107, 𝑅𝑎2 = 1.89 · 107, 𝑆𝑐 = 1.32 · 103; Green isosurface, 12 

𝑣∗ = 100 (ascending flow); Yellow isosurface, 𝑣∗ = −100 (descending flow); Initial time 13 

𝑡∗ = 10−4, End time 𝑡∗ = 3.91 · 10−2. 14 

The parameters used for Movie#3 are: (Type IV solution) 𝐷22
∗ = 1.08, 𝐷12

∗ = −1.00, 𝐷21
∗ =15 

−0.325;𝑅𝑎1 = 3.56 · 107, 𝑅𝑎2 = 1.89 · 107, 𝑆𝑐 = 1.32 · 103; Green isosurface, 𝑣∗ = 60 16 

(ascending flow); Yellow isosurface, 𝑣∗ = −60 (descending flow); Initial time 𝑡∗ = 10−4, 17 

End time 𝑡∗ = 3.91 · 10−2. 18 


