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Abstract

The present work attemps to characterize the accelerometric environment of
the DSC-DCMIX1 thermodiffusion experiment carried out in the International
Space Station, frora November 7th 2011 untill January 16th 2012. Quasi-steady
and vibrational/transient data coming from MAMS and SAMS2 sensors have
been downloaded from the database of the PIMS NASA website. To be as ex-
haustive as possible, simultaneous digital signals coming from different SAMS2
sensors located in the Destiny and Columbus modules have also been consid-
ered. In order to detect orbital adjustments, dockings, undockings, as well as,
quiescent periods, when the experiment runs were active, we have used the
quasi-steady eight hours averaged (X4, Y4 and Z4) acceleration functions as
well as the eight hours RMS ones. To determine the spectral contents of the
different signals the Thomson multitaper and Welch methods have been used.
On the other hand, to supress the high levels of noise always existing in the
raw SAMS?2 signals, denosing techniques have been preferred for comparative
reboostings considerations. Finally, the RMS values for specific 1/3 octave
frequency bands showed that the International Space Station vibratory limit
requirements have not been totally accomplished during both quiescent periods
and strong disturbances, specially in the low frequency range.
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1. Introduction

The accurate determination of the diffusion and thermodiffusion coefficients
in ternary liquid systems is a relevant question not only because of its relation
with the flow behaviour of the mixture but also because of its implicatioﬁs with
the validity of the non-equilibrium thermodynamic matching models of the mix-
ture itself [1, 2]. Due to the very small magnitude of these coefficients, thermal
and solutal convective mechanisms in terrestrial laboratories can mask their de-
terrﬁination. So, to avoid this masking, experiments as the DCMIX (Diffusion
Coefficients in ternary MIXtures) ones are conducted in space platforms, where
the gravity is reduced. But, because the own nature of the physical processes
implied, molecular diffusion and thermodiffusion experiments take a long time.
On Earth laboratories this is not a problem, but in space platforms as the Inter-
national Space Station, thereafter ISS, the duration of the experiment implies a
previous and careful global planning in order to make long enough compatible
quiescent intervals with the ISS mandatory daily activities. However, com-
patibility is sometimes difficult because the ISS is a very active environment.
Boostings for orbital adjustments or to avoid collisions with orbital debris, dock-
ings/berthings to bring astronauts/equipment to the ISS, undockings to return
the crew to the Earth, flight attitude changes to reorient the ISS to the Sun for
power supply reasons, extra vehicular activities for maintenance purposes, crew
activities and so on [3, 4, 5, 6].

Due to the importance of the impact of the external environment in any
generic liquid experiment, when a large disturbance occurs, such as during Or-
bital Adjustments (like the Zvezda’s ones), the experiment is stopped. The
differents experiments were carried out during quiescent periods, in order to
prevent possible disturbances on the experiments. Further studies about the
impact of the convection in DCMIX éxperiments are being carried out for the
authors, because the related literature does not take into account possible effects
of vibrations in the results. The aim of the present work concerns the accurate

characterization of the accelerometric quasi-steady and vibratory/transient ISS
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environment, focusing on the period when the DSC-DCMIX1 experiment was
carried out (7, 8, 9, 10]. This period covers since November 7th 2011 until Jan-
uary 16th 2012. That is to say, the period comprising the installation of the
SODI-DSC hardware in the Microgravity Science Glovebox, MSG, in the US-
American Destiny laboratory, until the day in which the experiment hardware
was finally remov'ed and stowed. The quasi-steady range will give us useful infor-
mation about the quasi-constant levels attained by large disturbances happened
during the experiment while that, the vibratory/transient range will inform us
about the spectral characteristics of the mechanical vibrations acting simulta-
neously. This second range will also check if the environment of the experiment
operates accomplishing the ISS vibratory limit requirements or not [11]. Men-
tion here that despite the literature proposes other possible classifications of
microaccelerations depending on the inner/outer character of the source or de-
pending on the way of control these microaccelerations {12], the present work
uses the common signal frequency classification (quasi-steady and vibratory) be-
cause the results presented here are focused on the analysis of the signal itself,
regardless the cause that generates it.

The present work constitutes, thus, a first step to a more wide and complete
accelerometric characterization of the rest of the DCMIX experiments such as

the past DCMIX2 and the near DCMIX3 ones.

2. Digital Signal Processing details

All acceleration data were downloaded from PIMS NASA website [13]. The
quasi-steady range is composed by oscillations whose frequencies are lower than
0.01 Hz. Acceleration data in this range, came from the MAMS OSSBTMF
accelerometer located in the middeck Lockers 3 and 4 of EXPRESS Rack 1
(ER1), in overhead bay 2 (O2) of the US Laboratory Module (LAB102). The
vibratory /transient range covers oscillations between 0.01 and 400 Hz. These

data came from the MAMS OSS raw sensor also located in the LAB102, ER1,
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Lockers 3,4 and from the SAMS2 121{08 sensor, at that time near Deck 1 (D1),
EXPRESS Rack 3 of the Columbus module (COL1A1, ER3, Seat Track near
D1). Also, SAMS 121f02 and 12103 sensors were at that time located in the U.S.
Laboratory. SAMS2 12102 was mounted in the Microgravity Science Glovebox
(LAB1S2, MSG, Upper Left Seat Track) while that SAMS2 12103 was mounted
on the lower Z panel assembly of the EXPRESS Rack 2, in overhead bay 1
(LAB101, ER2, Lower Z Panel). Therefore, 12103 measured directly what the
ISS structure was experiencing in terms of vibration while 121f02 measured in
contact with the Glovebox. The sample rate of MAMS OSSBTMF and OSS
raw are 0.0625 Hz and 10 Hz respectively. The cutoff frequencies are 0.01 and
1 Hz respectively. The 121102, 12103 and 12108 sensors gather data at 1000,
500 and 1000 Hz with cutoff frequencies of 400, 200 and 400 Hz, respectively.
Unfortunately, ‘simultaneous data from the Japanese segment of the ISS is not
available for comparisons during the different episodes analyzed.

In order to eliminate possible instrument bias we have systematically de-
meaned all the raw signals before attempting any mathematical manipulation.
After the convenient preprocessing of the raw data coming from the different
sensors the results presented here are always related to the common ISS Ab-
solute Coordinate System, SSA. Referred to this system the velocity vector is
oriented in the same direction as the X-axis and the Z-axis is oriented toward
the local vertical (nadir).

Concerning the Power Spectral Density, PSD, mention that the periodogram
is not a consistent estimator of its true value. To produce a consistent estimate
of it, two different strategies have been used here. The first one is the so-called
Welch technique, the second is the Thomson’s multitaper method. In summary
the Welch technique reduces the variance of the periodogram dividing the time
series into segments usually overlapped. Multiplying then each segment by a
window function and averaging the set of uncorrelated periodé)grams obtained
a final estimation of the true PSD is made. The Welch method uses, then, the
segmenting to decorrelate the different modified periodograms. On the contrary,

the Thomson’s multitaper method does not consider segments, the method uses
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the entire signal and a family of mutually orthogonal windows with optimal
time-frequency concentration properties (Slepian sequences) to generate each
uncorrelated periodogram [14]. Here, thus, the orthogonality of the Slepian
sequences decorrelates the different modified periodograms. To estimate the
PSD of the MAMS signals, the Thomson’s method has systematically been used,
but, for large SAMS2 signals, the Welch method with Hanning windows has been
considered more versatile and operative. Mention also that, for convenience, the
ordinate scale of the different graphic representations of PSD uses a linear scale
for the PSD magnitude in the case Thomson’s method (g%/Hz). In the Welch
method the scale is logarithmic (dB/Hz) -although, obviously, both scales are
equivalent-.

On the other hand, due to the existence of an important amount of masking
noise in all SAMS2 signals, a systematic cleaning process has been carried out
before any further comparison. To do so the literature indicates two possible
strategies, classical filtering based on Fourier analysis or wavelet denoising using
the Discrete Wavelet Transform, DWT [15, 16]. As opposed to a sine and cosine
functions used in the Fourier Transform, the DWT decomposes the signal into
a set of more versatile basic functions, obtained by dilations and translations
of a mother one #(j, k). In this way, being {z(r),V n =0 ... M — 1} an initial
discrete raw signal- of the space of all square integrable discrete functions, the

discrete wavelet reconstruction, rec(n), of z(n) at level L is given by [17, 18],

L
Trec(n) = Y > Wyl k)i k(n) + > W (L, k)¢ k(n) (1
i=1 % %

with Wy (4, k), We(1, k) the so-called detail and approximation coefficients re-
spectively, The factor 1, ;(n) is a set of dilations and translations of the mother
wavelet (4, k) while that the other one ¢;(n) is a set of scale functions, or-
thogonal to 1, (n), used to decompose the generic signal. The scale parameter
(dilations) is related with the subindex j while that the temporal displacement
(translations) is related with the subindex k.

Equivalently, the discrete wavelet reconstruction, is usually written as,
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Trec = Z Dj +Ar (2)
=1

being D; the detail terms and Ay, the approximation one.

The Fast Wavelet Transform algorithm allows the calculation of the different
coefficients -and so the different terms- by the use of a diadic filter bank. [19,
20, 21). This filter bank decomposes the initial broadband of the raw signal
into a collection of successively more bandlimited components by repeatedly
dividing the frequency range. In wavelet reconstruction only the low-frequency
output of the previous level is newly decomposed into adjacent high- and low-
frequency subbands by a high- and low-pass filter pair. Each one of the two
output subbands is approximately half the bandwidth of the input to that level.

As a consequence of the initial choice of the mother wavelet, the ellimina-
tion of noise with these techniques works considerably better than the classical
filtering procedures, specially in the case of additive Gaussian white noise in
which the noise is spreading in all frequencies [15, 16]. Clearly, if a signal has its
energy concentrated in a small number of wavelet dimensions its coefficients will
be relatively large compared to the noise which, on the contrary, has its energy
spread over a large number of coefficients. This implies that removing the low
amplitude values, the reconstructed signal will retrieve a clean signal with little
loss of details. To do so, a threshold value A -or a set of values \;- must be con-
sidered and compared with every value of the corresponding detail coefficient
Wy (5, k), in order to decide if this value must be considered as noise or not.
Despite there are many possible approaches to the estimation of threshold level
we use here a soft thresholding [22]. In this way, this procedure elliminates those
coefficients whose absolute values are lower than the corresponding threshold
and shrinks the nonzero coefficients toward zero. The denoised signal is finally
obtained by adding all the corrected detail terms and the final approximation.

Due to the above-mentioned considerations on the filter effectiveness to ellim-
inate noise, we decide to work here mostly with the discrete wavelet transform.

The first step was, thus, the election of a suitable mother wavelet function. In
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the present case and after a careful visual approach trying to capture the fine
details of the signals we had initially selected three generic orthogonal families,
Coiflet, Daubechies and Symlet [17, 18]. In the case of Coiflets we have selected
coif2, coif3 and coif4, in the case of Daubechies db3, db4, db5, db6 and db7 and
in the case of Symlets sym4, sym6 and sym8. For decomposition levels between
one and nine, a quantitative criterion was applied based, for simplicity, on the

Percent Root Mean Square of the Difference, PRMSD [23, 24].

PRMSD =100 - % ®)

After that, the DWT decomposes the raw signal into a set of terms, details and a
final approximation, enabling the beginning of the denoise process [25, 26]. The
present determination of A employed a procedure based on the minimization of
the Stein’s Unbiased Risk Estimator, SURE, and a subsequent soft thresholding.
However, since this last coefficient represents a low-frequency term containing
valuable components of the signal, less affected by the noise, the thresholding
[27, 28] here has been restricted to the detail coefficients, not to the approxima-
tion one.

Finally, for SAMS2 raw signals, the Root Mean Square (RMS) acceleration
levels integrated over each one of the thirty-three one-third octave bands be-
tween 0.0891 and 224 Hz, have also been evaluated in order to compare it with
the ISS vibratory limit requirements {29, 11]. Hanning windows have been used

in all power spectral density calculations [11, 30].

3. Results and Discussion

Table 1 details the most relevant episodes during the DSC-DCMIX1 exper-
iments as well as their origin. The third column gives information about the
interval analyzed and the fourth and fith give also information about the sen-
sors used. The number of data is, in all cases, high enough (typically, several
hundreds of thousands data each MAMS 0SS raw signal and several milions

data each SAMS2 signal) to properly describe the different episodes considered.
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Day Analyzed Interval Analyzed Sensor Episode
(UTC) MAMS SANVISZ type
121102
1 09-11-2011 05:07 - 23:00 OSS raw 121£03 QP
2 14-11-2011 - - - SGP
sSoyuz T'MA-22
3 16-11-2011 i iy B Dol (Port: Mini-Research Module 2 -Poisk-)
4 18-11-2011 03:06 - 03:11 O35S raw - ZOA Thruster ignition (Zvezda Service Module)
Soyuz TMA-0ZM
|| el i i B UDCK (Port: Mini-Research Module 1 -Rassvet-)
[ - = = SGP T
7 - - - SGP
8 21:19 - 21:24 OBSS raw - ZOA Thruster ignition {Zvezda Service Module)
9 11:30 - 23:31 OSS raw - QP
0SS 121102
10 | 09-12-2011 19:50 - 19:51 OSSB;‘SI‘\‘;IVF 121f03 ZOA Thruster ignition (Zvezda Service Module)
12108
Soyuz TMA-03M
||| Zela Pl B i B IDIgI¢ (Port: Mini-Research Module 1 -Rassvet-)
j¥] 24-12-2011 GSS raw - QP
13 | 09-01-2012 OSS raw - QP
14 | 13-01-2012 15:18 - 15:23 OSS raw - ZOA Thruster ignition (Zvezda Service Module)

Table 1: Accelerometric episodes all along the DSC-DCMIX1 experiment.QP.- Quiescent
Period chosen as representative of the different runs; DCK.- Docking; ZOA Zvezda’s Orbital
Adjustment (boosting); UDCK.- Undocking; SGP.- Short Generic Perturbation (unknown
origin}.

Figure 1 plots the eight hours averaged X4, Y4 and Z4 quasi-steady accel-
eraticn levels and the corresponding RMS values as a function of time, from
November 7th 2011 to January 16th 2012. Similarly as the widely used spectro-
grams [6], this new quasi-steady strategy allows to resume in a few data points
—thre= per day- the evolution of a long time period. Because, in the case of
relatively fast events, a resolution of eight hours is very low, the information
contained in these kind of graphics is merely indicative. However, sharp changes
correlate well with strong disturbances as orbital adjustments. Dockings and
undockings can also be detected but their magnitudes are considerably lower
[31].

In particular, the information contained in Figure 1 and Table 1 clearly
correlates the highest four peaks of the plot (in X4 direction) with the four
differant Zvezda’s Orbital Adjustments, thereafter ZOA. The fact that these
disturbances always alter appreciably the X4 values -but not the other Y4 and
Z 4 ones- shows the high level of directionality of these events. Due to these

stronz accelerometric impact generated by the ZOA episodes during the DSC-
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DCOMIX1 experiments, we will pay firstly a special attention on these kind of
perturbations. In this respect it is worth mentioning that in the case of the
Zvezda Service Module the two main engines, with a thrust of 3070 N each, are
reserved for orbital manoeuvring. For ZOAs the 2x16 attitude control engines
(with a thrust of 130 N each) were used.

In view of all these preliminar considerations, the following discussion has
been divided in two main sections related with the above-mentioned strong
disturbances and with quiescent periods, the time periods during the different
runs of the experiment take place. In addition, for completness, each section
will cover separately two different ranges of frequency, a low (up to 1 Hz) and
a high (up to 200/400 Hz) ones This separation is a lpgical consequence of the
two different cutoffs of the MAMS and SAMS2 sensors used.
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Figure 1: Eight hour averaged X, Y4 and Z4 quasy-steady acceleration and RMS values
during DSC-DCMIX1 experiment as a function of time, from November 7th 2011 to January
16th 2012.
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Pre-boosting Bcosting Post-boosting

Treq. range e Treq. range Jmaz Freq. range Tovas
4ZOA | Jod0 0303 | Goga | 0-135—0.229 | 0.176* | 0.181~0.186 | 0.184"

Xa 5.172 —0.187 | 0.076
8-ZOA | 0.250 —0.283 | 0.266 0-0355 | 0.199* | 0.175—0.183 | 0.179"

0.599 ~ 0.630 | 0.616°
10-ZOA | 375 0as1 | 0.281+ | 0:080 —0.280 | 0.170* | 0.176 ~0.184 | 0.180"
TI70A ] 0.183 — 0.160 | 0.187° 0-057% | 0.175" | 0.180—0.185 | 0.183°
4704 | 0-620-0.668 | 0.648" | 0.141 —0.229 | 0.212% | M2~ OE | DA
» 0.941-0.982 | 0.954 | 0.247-0.320 [ 0.270 | 0539~ 0-398 | 0393
. 0.175 — 0.182 | 0.I78"
8-ZOA | 00920788 | O | 0.022-0.443 | 0.199* | 02510273 | 0.270
: : ; 0.832 — 0.852 | 0.845
0.604 —0.723 | 0.709" . | 0.176 —0.182 | 0.179°
10-ZOA | 'g31 0853 | 0.837 | 0-010—0.798 | 0.266° | o955 _ 5309 | 0.300
T4-ZOA | 0.500 — 0.310 | 0.316" | 0.050 — 0.474 | 0.249° [ 0.308 = 0.320 | 0.314°
4Z0A | (et 0.6es 00614281* 0.076 — 0.229 | 0.153 | 0.580 — 0.634 | 0.597"
Za | 8z0A | 0.599 - 0636 | 0.608" | (ora ot | DU T 0.606 - 0.614 | 0.610°
10.720A | 0500 —0.630 | 0.6oa+ | 0-080—0202 [ 0173 | 0.105-0.118 | 0.115
g 0709 —om17 | oroe | 0573 —0.746 | 0.639" | 0.600 - 0.659 | 0.623*
0.117 —0.124 | 0.118" = L[ 017 —0.1%4 | .12t
14-ZOA | 604 — 0.658 | 0.625 0-0740 ] 0.025" | 501 _ 0,636 | 0.620°

Table 2: Significant frequency bands at low frequency for the Pre-boosting, Boosting and
Post-boosting analyzed with the MAMS OSS raw sensor. Starred frequencies are the biggest
ones.

3.1. .Strong disturbances

8.1.1. Low frequencies

The searching of low frequency information have been focused on the interval
0-0.01 Hz, the OSS raw’s standard cutoff. To do so, we have worked with bands
better than with single frequencies because if a certain device creates oscillations
of a given frequency, the elements of the ISS as well as the onboard equipment
located near this device oscillate with the sams or similar frequency. A frequency
band is, thus, better suited for the character:zation of these oscillations.

To obtain these low frequency bands we firstly calculate the Thomson’s pe-
riodogram associated with each component af the four ZOAs of DSC-DCMIX1
considering separately the pre-boosting, the boosting and the post-boosting.
Then, in each of the thirty-six periodograms analyzed, we select as represen-
tative the peak with the highest value of PSD. Bands are then located around
all maxima selected in such a way that the bands boundaries correspond the

values of frequency which has a magnitude equal to the fifty percent of the

10
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corresponding local maxima. Table 2 details the results obtained in this study.
Starred frequencies correspond to frequency values associated with the highest
PSD magnitude in the corresponding periodogram. Based on these results it is
clear that during the four reboostings of the DSC-DCMIX experiment the spec-
trum of the X4 compornent concentrated the maximum values in the interval
0.170—-0.200 Hz. Also, the Y4 component concentrated maxima in the interval
0.210 — 0.270 Hz while that in the Z4 component the results are more scat-
tered. A set of values are located in the interval 0.110 — 0.175 Hz and another
single frequencies lower, 0.025 H z, and higher, 0.573 and 0.639 H z of the above-
mentioned interval. On the other hand, pre-boosting results gives frequential
characteristics different in the three cartesian axes. In the X 4 direction it has
been detected intervals located in 0.180 — 0.190 Hz and 0.265 — 0.285 Hz. In
the Z 4 direction the intervals are 0.110 —0.120 Hz and 0.600 — 0.650 H z while
in the Y, direction the intervals moved to higher values, 0.645 — 0.720 Hz and
0.835 —0.845 Hz. Post-boosting characteristics are similar to the pre-boostings
ones but new single frequencies, 0.179 and 0.558 Hz appears. To illustrate the
results compiled in Table 2, Figure 2 shows, as an example, the PSD of the
X4 component only -before, during and after a reboosting- for the four ZOAs
analyzed. The structural modes of the ISS are located at the low-frequency end
of the vibratory range, so, in the present work we will localize them in the range
0.1 —1 Hz. These vibrations, excited by relatively brief impulsive events like a
reboost, arise from the excitation of natural frequencies of large components of
the structure, for instance the truss or the solar panel arrays. In adition, struc-
tural resonances generated by relatively small magnitude vibrations at just the
adequate frequencies will also excite these modes. At very low frequencies the
ISS can be approximated by a rigid-body, so, structural vibrations propagate
via mechanical linkage and arrive throughout the ISS with the same frequencies

but different amplitudes depending on the location.

11
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Figure 2: Low frequency spectra in the four ZOAs cases of the X 4 acceleration component.

Mention here that none of these bands coincide with the values associated
with the elastic vibrations of the ISS and reported in the literature [32]. The
denoising process only eliminate the noise, so a possible explanation lies in the
fact that the geometry of the ISS before 2012 changed constantly due to the
frequent Space Shuttle missions delivering modules (the last Shuttle to the ISS
was the STS-135 Atlantis which, docking the ISS on July-10-2011, delivered the
Multi-Purpose Logistics Module, Raffaello, to complete the assembly).

3.1.2. High frequencies

Concerning this kind of strong disturbances and because this is the first
time that, at the authors advice, a wavelet transformation is introduced in the
analysis of SAMS2 data, in this subsection -and only here- we will advance step
by step, detailing the procedure used as well as the results obtained. Also,

from now on, we will concentrate the characterization on the signal labeled as

12



260

265

10-ZOA in Table 1.

Figure 3 summarizes the calculations effected in the selection procedures
of the mother wavelet function in terms of PRMSD coefficient for the three
different wavelet families constdered. Despite the differences are certainly low
and depend more strongly on the particular mother wavelet used than on the
level considered, results conclude that the best mother wavelet was sym8 with
a detail level L equal to nine.

Figure 4 shows the discrete wavelet decomposition of the raw signal using
the selected sym8 wavelet with a detail level equal to nine, L = 9. It can be
clearly observed that, in the present case, the noise is mainly located in the first
four detail terms, Dy to Dy, and that the last approximation term Ag maintain

the lowest frequency components of the raw signal.
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Figure 3: Wavelet selection details from 10-ZOA SAMS2 121f02 in X 4 direction. Mother

functions: (a) Coiflets, (b) Daubechies, (c) Symlets, and (d) detail of the results only in the

sym8 case.
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Figure 4: Original raw signal from 10-ZOA SAMS2 12102 sensor in X 4 direction, as well as
approximation and detail coefficients until level 9 from its sym8 discrete wavelet decomposi-

tion.

Figures 5, 6 and 7 show the same 10-ZOA raw signal together with the PSD,
as well as the denoised and the difference ones, respectively. The abrupt features
in the original raw signal (see Figure 5) at the begining and the end of the orbital
adjustment remain abrupt in the denoised one (see Figure 6). The denoising
effect in the frequency domain is drastic, only leaving a few frequencies located
in the lower part of the spectrum (see Figure 6). The present denoising strategy
is, thus, very effective in the ellimination of high frequency contents of the raw

signal as it could be appreciated in Figure 7.

14
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Figure 5: Raw 10-ZOA SAMS2 121f02 signal in X 4 direction and Power Spectral Density.

Figure 8 summarizes the different raw MAMS (OSSBTMF and OSS raw)
and denoised SAMS2 (12102, 121f03 and 121f08) 10-ZOA signals in the X4
direction. Remember that OSSBTMF, OSS raw, 12102 and 121{03 sensors are
located in the Destiny module while that 121f08 is located in the Columbus
one. As it is shown an average magnitude of about 2 mg is sustained during
the 76 s of the ZOA’s activity. 'The onset of the perturbation reasonably agrees
in both OSSBTMF and OSS raw cases being the differences simply due to the
different sample rates. Concerning the vibrational range it is clear that all
denoised signals are very similar to the OSS raw one. The denoising process
eliminates higher frequencies and SAMS2 121f02 and 121f63 and 121f08 sensors
show a common frequency of roughly 0.2 Hz. Figures 9 and 10 summarize
the components of Y4 and Z4. Both the quasi-steady and vibratory/transient
values are considerably lower than the X 4 ones. Y4 component have the same

shape as Z4, but with lower magnitude except for signals coming from the
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Figure 6: Denoised 10-ZOA SAMS2 121f02 signal in X 4 direstion and Welch’s Power Spectral
Density. .

Columbus module, which have the same intensity. Also, in both Y4 and Z4
components, SAMS2 121f02 and 12103 sensors (cases b and c), register a lower
amplitude than the 121f08 one (cases d in Figures 9 and 10). Remark finally
the fact that only SAMS2 data enable to investigate the low frequency contents
of the different signals not only from the Destiny module but also from the
Columbus and Kibo ones. There are no MAMS sensors in the above-mentioned

two modules.
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BTMEF and (b) OSS raw sensors. Denoised signals from: (c) 121f02, (d) 121f03 and (e) 121f08

sensors are also plotted. 17
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Finally, Figure 11 compares the RMS values for specific one third octave
frequency bands of SAMS2 121102, 121{03 and 121{08 against the ISS vibratory
limit requirements before and during the 10-ZOA big disturbance. The figure
shows also the low frequency range because the used signal have been obtained
with the SAMS?2 sensor. Although all sensors have similar spectral features for
the medium frequency range during ZOAs, the RMS level in the low frequency
range (< 1 Hz approximately), increases considerably during the reboosting
episode. In all cases the limits are largely exceed. Before the reboost, the
low frequency levels of the signals coming from the SAMS2 121f02 and 121f03
sensors also exceed sligthly the limits required. The Destiny SAMS2 121{02 and
121103 signals show several increases in the bands containing the frequencies.
associated with air processing machinery. Mention finally that the localization

of the sensor inside the Glovebox (121f02) or in contact with the structure itself
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Figure 11: SAMS2 121f02-121f03-121f08 (Destiny-Destiny-Columbus) 10-ZOA RMS acceler-

ation values vs. the ISS vibratory limit requirements.

3.2. Quiescent periods

3.2.1. Low frequencies

As before, the searching for low frequency bands in the raw MAMS OSS raw
quiescent periods have been focused on the segment 0 - 1.0 Hz.

Figure 12 shows that the most significant band for the X4 component is in
all cases located at 0.176 —0.195 Hz. It has been detected that, for frequencies
higher than 0.3 Hz and lower than 0.15 Hz, the PSD magnitude is very low.
So, Figure 12 concentrates in the 0.15 — 0.3 Hz interval. The frequency of the
dominant peak in this band is 0.185 Hz, approximately. Concerning the Y,

components, the coincidence between bands for the four different signals con-
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325

330

Freq. range S
1-QP | 0.179 — 0.195 | 0.1898" |
0.176 — 0.198 | 0.1845°

Xa | QP | g 964 —0.280 | 0.2711
0179 = 0.107 | 0.1833"

12-QP | 4267 — 0,280 | 0.2737

0.181 — 0,208 0.18627

13-QP | 4968 — 0.277 | 0.2741

0 GG

qp | 0121~ 0.143 | 0.1267

0.610 — 0.656 0.6420
Ya 9-QP 0.097 — 0.114 0.1012

0.578 — 0.669 | 0.6127"
0.089 — 0.118 0.1058
12-QP | 0.255 — 0.275 0.2580
0.547 — 0.676 | 0.6055"
0.095 — 0.108 0.0976
13-QP | 0.250 — 0.281 0.2579
0.555 — 0.740 | 0.6026"
0.262 — 0.341 | 0.31997

1-QP [ 0406 — 0.423 | 0.4087

Za [Tg.qp | 0236 =033 [03T7T"
0.301 — 0.415 | 0.4118

0,255 —0.276 | 0.2501

12-QP | 599 — 0.326 | 0.3093
T3.qp | 0-200=0.366 | 03155

0.560 — 0.569 0.5685

Table 3: Significant frequency bands at low frequency for the four Quiescent Periods (1-QP,
9-QP, 12-QP and 13-QP) analyzed with the MAMS OSS raw sensor.

sidered is not as good as in the X 4 case, but they still have common frequency
bands located at 0.095—0.144 Hz, and 0.547 —0.740 H z, which have two associ-
ated peaks at 0.127 and 0.613 H z respectively, and their amplitudes are greater
than the one associated with the X 4 component. In the case of Z4 component
a common interval between 0.255 — 0.321 Hz is also detected. Table 3 details
all data used for the obtaining of these common bands. Notice that the band
0.176 — 0.195 Hz of the X4 component also appears during reboostings. This
seems to suggest, again, that despite the disagreement with the values published
in the literature [32], this low frequency band could be correlated with structural
vibrations of the ISS. Concerning the other two Y4 and Z4 directions, there is

no common bands if comparing reboostings results of Table 2.
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Figure 12;: Thomson’s Power Spectral densities of the four X 4 components corresponding to
1-QP, 9-QP, 12-QP and 13-QP MAMS OSS raw signals.

3.2.2. High frequencies

As typical examples of quiescent periods in the vibrational/transient range
Figure 13 shows two raw signals of 1-QP coming from the SAMS2 12102 and
121103 sensors located in the Glovebox and in the lower Z panel respectively.
Unfortunately, Columbus module signals from 121f08 were not available that
day.

At this respect, it is interesting to mention that the 12103 signal (structure)
is noisier than the 12102 one (Glovebox). The structure receive vibration from
the whole:ISS, therefore, the noise level is higher. The Glovebox’s devices cause
sudden peaks in the signal, but the level of noise is lower due to the isolation
on the structure.

The denoise procedure applied to these couple of signals also eliminates their
high frequency contents (see Figure 14). However, now the results are not as
relevant as in the previous section. In fact, this procedure does not discover
any peculiar trend to be compared. So, we will use all raw SAMS2 signals for

further discussions here.
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Label Sensor Trequency Peak (Xa) | Frequency Peak (Y4) | Frequency Peak (Z4)
Table 1 (Hz) (Hz) (Hz)
1-qp 121102 141.7 73.1 98.26
121103 141.7 Ta1.7 98.26
121102 73.1 73.1 73.1
9- QP 121103 T41.7 141.7 T41.7
121602 141.7 98.26 98.26
12 - QP 5753 a7 TIT7 TITT
121f02 90.55 73.1 73.1
18 - QP 5578 317 a7 TT7

Table 4: Spectral characteristics of the raw signals during the four Quiescent Periods (1-QP,
9-QP, 12-QP and 13-QP) in the vibrational/transient range.

The spectral study of the SAMS2 signals have been focused on the seg-
ments 1 - 400H z and 1 - 200H z respectively due to the different cutoff values
of both the 121102 and 121f03 SAMS2 signals. Concerning the 121f02 sensor,
inside the Glovebox, the dominant frequencies are 73.11 Hz, 90.56 Hz and
289.2 Hz (see Table 4). All these high values are related with machinery. For
instance, 98.26 Hz could be related with Common Cabin Air Assembly while
that the 73 Hz peak could be attributed, as mentioned before, to the Glovebox
fan in open mode [6]. The spectral fingerprint of the 121f03 sensor is similar.
The dominant frequency in practically all cases is located at 141.7 Hz, which
corresponds to the Intermodule Ventilation (IMV) fan. In other words, high
frequency analyses of the quiescent periods are mainly dominated by the ac-
tivity of air processing machinery. However elliminating the frequency values
associated with these stronger amplitudes, the low frequency contents are very
similar to the ones reported in the previous subsection.

Finally, Figure 15 also presents the RMS acceleration values for two raw
signals during 1-QP. The figure shows also the low frequency range because
the used signal have been obtained with the SAMS2 sensor. It can be seen,
that in all octave bands the amplitudes are lower than the corresponding ISS
requirement limits for the case of the Glovebox 12102 sensor. These limits are
excedeed in certain bands for the 12103 sensor located in contact with the ISS
structure. Mention also that, 121f03 RMS values are greater than 12102 ones

at low and high frequencies.
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Figure 13: Raw 1-QP signals during a quiescent period from SAMS2 121f02 and 121f03 sensors
in X4, Y4 and Z4 directions.
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4. Conclusions

The acceleration environment of the DSC-DCMIX1 experiment in both quasi-
steady and vibrational/transient ranges has been analyzed here.

The eight hours averaged X 4, Y4 and Z4 acceleration levels as a function
of time, are used here as detector of the main disturbances existing during
DCMIX1 experiments. Although with some restriction against fast perturbation
with characteristic time lower than eight hours, these signals correlate well with
the different strong disturbances that occurred all along the experiments. On
the other hand, emphasize also that the comparative analysis done with the
noisy SAMS2 raw signals has been based on the discrete wavelet transform
(denosing technique). After some preliminary considerations concerning the
particular wavelet to be used as well as its level, the present results show that
the application of this technique offers good results in the ellimination of the high
frequency component of the SAMS2 raw signals. So, the denoising technique
enable clear and fast comparisons of the different SAMS2 signals, mainly during
the four reboosting episodes. In the case of quiescent periods this procedure does
not add any additional advantage.

During the strong ZOAs disturbances, low frequency bands are different
for the three Cartesian coordinates and in the X4 direction -the reboosting
direction- the most representative frequencies are in between 0.170 and 0.199H z.
At high frequencies, the denoising of SAMS2 data discover similar patterns in all
cases. On the other hand, during strong ZOAs disturbances the environment
did not accomplish the ISS vibratory limits requirements, mainly in the low
frequency range.

During quiescent periods, the low frequency bands are different for the three
Cartesian components, but all have, at least, one band comprising frequencies
lower than 0.35 Hz. The origin of these bands is not clear, but according to
the literature it seems that they are appérently structural [32]. High frequency
spectra show very intense peaks associated with air processing machinery. These

peaks are the responsible that the octave bands containing their values are
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slightly higher than the ISS vibratory limits requirements. The accelerometer
at the Glovebox is within the required limits, while the sensor attached to the

structure of the experimental module is slighty higher.
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