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Abstract

Solvent effects on the vertical excitations of complexes with spin crossover
are studied with CASPT2 and time-dependent DFT techniques. The geom-
etry of the [Fe(phen)3]

2+ complex was optimized with DFT using the PBE0
functional, and subsequently, the absorption spectrum was calculated with
CASPT2. The spectrum is in good agreement with experiment and the ef-
fects of the solvent were found to be small as long as the symmetry of the
complex is maintained. The on-set of the MLCT band was found to be
shifted by 0.4 eV, which we attribute to the lack of thermal motion in our
treatment. The large solvent effects on some of the excitations in trans(Cl)-
Ru(bpy)Cl2(CO)2 are reproduced both with TD-DFT and CASPT2 through
a COSMO or PCM treatment of the solvent.

Keywords: Absorption spectra ; ab initio calculations ; spin crossover ;
solvent effects

1. Introduction

Over the last decades important advances have been made toward the
synthesis of systems with bistability under normal conditions for which the
switching is fast and both states sufficiently long-lived to take profit of the
bistability. A system capable of persistently changing its magnetic or electric
properties upon some external stimulation has many potential technological
applications, for example to make nano-switches or as memory devices. In
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this area of research, the compounds with an interconversion between two
different spin states –spin crossover (SCO)– that can be triggered by a change
in temperature, pressure or irradiation with light, form an important group.
From the applicability point of view, the method that offers optimal control
on the process is the light induced variant. This process, also known as
light-induced excited spin state trapping (LIESST), was discovered in the
1980s [1, 2] and the basic mechanism was elucidated shortly afterwards [3, 4].
Important ingredients to explain the occurrence of LIESST are the energy
difference between the high-spin (HS) and low-spin (LS) states; the vertical
excitation energies of the metal-to-ligand charge transfer (MLCT) and ligand-
field (LF) states; coordination degree of the ligand; cooperativity, among
other factors [5–7].

Theoretical investigations have focussed on many of these aspects, but
especially the determination of the energy difference between the HS and LS
state has attracted much attention. The pioneering work of Paulsen and co-
workers [8] established that standard density functional theory calculations
are not accurate enough to precisely predict the stability of the HS state with
respect to the LS state (∆EHL) in mononuclear SCO complexes. Over the
past decade, significant evidence has accumulated that even the best current
DFT functionals can display large errors for specific types of transition metal
energetics. In particular, standard pure functionals (like LDA, BLYP, or
PBE) systematically overstabilize low-spin states, while hybrid functionals
(like B3LYP, or PBE0) overstabilize high-spin states due to the inclusion of
a portion of Hartree-Fock exchange. The B3LYP* and OPBE functionals
have emerged as most likely candidates for use in SCO complexes. Reiher
and co-workers [9] suggested a reduction of the amount of HF exchange to
15% in B3LYP functional, B3LYP*, but this change is not successful for all
iron compounds. Swart and co-workers studied different combinations of the
exchange and correlation functionals and found that the OPBE functional
[10, 11] which is the combination of Handy’s optimised exchange (OPTX)
with the PBE correlation (PBEc) correctly predicts the lowest spin state in
many transition-metal complexes. Therefore it is a priori unknown which
amount of HF exchange is appropriate to give good results for transition-
metal complexes.

There are also several studies devoted to SCO based on post Hartree-
Fock methodologies. These strategies are based on a multiconfigurational
description of the electronic structure and make possible to consider spin
eigenfunctions, to treat ground and excited states on an equal footing, and
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include spin-orbit coupling effects. A standard implementation of multicon-
figurational self-consistent field (SCF) calculations is given by the complete
active space (CASSCF) [12]. Combining CASSCF with multiconfigurational
second-order perturbation theory (CASPT2) [13] results in a very successful
computational scheme to treat transition metal complexes. The CASSCF
wave function gives a good description of the electron distribution but lacks
important dynamical electron correlation effects. This does not strongly af-
fect the electron distribution but may give rise to rather large changes in the
relative energies of the different electronic states. The complete active space
second-order perturbation theory (CASPT2) accounts for dynamic electron
correlation in the case of multiconfigurational wave functions of medium to
large sized systems.

Since LIESST is intimately related to the local properties of the Fe(II)
complex, especially to the first coordination sphere of the central metal, most
theoretical studies take an isolated, gas phase molecule approach. The role
of the environment (long-range electrostatic interactions, solvent effects) are
less well-studied, although the study of Robert and co-workers for thermal
SCO is a nice example how theory can quantify the effect of interactions
that go beyond the simple isolated molecule description [14]. In the study
of the SCO in Prussian-blue analogues it was found that the environment is
actually the driving force for the HS-LS change [15]. One important ingre-
dient of LIESST that is possibly strongly dependent on the description of
the environment is the vertical excitation spectrum of the initial LS state.
Actually, the study of the transient absorption spectroscopy study of Tri-
bollet et al. on [Fe(phen)3]

2+ (phen=1,10-phenanthroline) points to impor-
tant solvent effects on the excitation energies [16]. This was based on the
mismatch of approximately 0.3 eV between the relative energies measured
in experiment and those calculated for the related compound [Fe(bpy)3]

2+

(bpy=2,2’-bipyridine) with a multiconfigurational approach applied to the
isolated complex [17, 18].

To settle the importance of the solvent effects on the vertical excitation
spectrum and explain the difference in calculated and observed transition
energies, we investigate the electronic states of [Fe(phen)3]

2+, trans(Cl)-
Fe(bpy)Cl2(CO)2 and trans(Cl)-Ru(bpy)Cl2(CO)2 (depicted in Figure 1),
comparing vacuum results with those obtained in a model that accounts for
solvent effects. Furthermore, we compare time-dependent DFT to CASPT2
results in order to establish the viability of the simpler, and computationally
more efficient DFT based method. The second and third complexes do not
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Figure 1: Ball and stick presentation of the complexes studied in this pa-
per: (left) [Fe(phen)3]2+(1), (right) trans(Cl)-Fe(bpy)Cl2(CO)2(2) and trans(Cl)-
Ru(bpy)Cl2(CO)2(3). Color code: orange for Fe and Ru, red for O, green for Cl, black
for C, blue for N and pink for H.

belong to the class of SCO materials, but were chosen as benchmark mod-
els. The Ru-compound has recently been studied with TD-DFT and to some
extent with CASPT2 [19] and shows important solvent effects, blue-shifting
some specific MLCT states by approximately 1 eV.

2. Computational information

All geometries were optimized using the hybrid functional PBE0 [20],
which adds 25% of exact Fock exchange to the standard PBE functional. This
functional has been used previously, giving good results for the geometrical
parameters for related SCO complexes [21, 22]. The molecular orbitals are
expanded with the default triple-ζ basis set with one polaritzation function
(def2-TZVP) [23].

The optimal geometry of the HS and LS states of the three complexes
was determined by optimizing all geometrical variables without symmetry
constraints and characterized as minima by a vibrational frequency calcula-
tion. The geometries used to build the energy potential curves of the ground
state around the LS DFT geometry were generated from restricted geome-
try optimizations fixing the Fe-N distances at different values in an interval
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of 1.8 to 2.0 Å. Time-dependent DFT calculations were performed with the
PBE0 functional using the full random phase approximation (RPA) [24]. Ad-
ditionally, calculations in solution were performed using H2O or acetonitrile
as solvent with the dielectric continuum model COSMO [25]. All DFT cal-
culations were carried out using the TURBOMOLE package [26, 27] version
6.3.

CASSCF/CASPT2 calculations were performed as implemented in the
MOLCAS 7.4 package [28, 29]. Atomic natural orbital (ANO) basis sets op-
timized for scalar relativistic effects and core correlation were applied for all
atoms [30, 31]. For complex 1 we used a (7s,6p,5d,4f,3g,2h) contraction for
Fe, (4s,3p,1d) for N, (3s,2p) for C and (2s) for H. For complex 2, the ANO ba-
sis is the same but for C and O, which is (4s,3p,1d) and the basis set for Cl is
contracted to (5s,4p,1d). Complex 3 has the same basis set contraction. The
Cholesky decomposition [32, 33] was used to reduce the computational cost
associated to the calculation of the two-electron integrals. Scalar relativistic
effects were included using Douglas-Kross-Hess Hamiltonian [34]. Spin-orbit
coupling and oscillator strengths of the electronic transitions were calculated
with the state interaction approach [35, 36].

Different active spaces were used to construct the CASSCF reference wave
function depending on the complex or the transitions studied. For complex
1 three active spaces were used that are graphically represented in Figure 2.
The first active space contains 10 electrons distributed in all possible ways
over 12 orbitals; five orbitals with mainly Fe–3d character, two σ-bonding
orbitals with important contributions on the lone pairs of N, and five or-
bitals that account for the double shell effect of the 3d-shell, the so-called
3d’ orbitals. This active space has been used in many applications on TM
complexes before and provides a balanced description of all the important
non-dynamic electron correlation [13, 36, 37]. The next active space extends
the previous one with three ligand π* orbitals leading to an active space
of 15 orbitals and 10 electrons. The inclusion of these orbitals permits the
study of MLCT states. Finally, the last active space was used to analyze the
ligand-centered excitations in the π-system. It includes 12 ligand orbitals, six
occupied ligand π orbitals and six unoccupied ligand π∗ orbitals, for a total
of 12 electrons. For complex 2 only one active space was used. It contains
10 electrons in 14 orbitals; the Fe-3d and 3d’ orbitals, two σ-bonding ligand
orbitals and two π* orbitals of the carbonyl ligands. The inclusion of π*
orbitals of the pyridine ligand is unfortunately not possible without running
into CAS spaces that are unmanageable in size. A similar problem occurs
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Figure 2: Schematic representation of the different active spaces used in the calculations
for complex 1.
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for 3. The study of Escudero and González on trans(Cl)-Ru(bpy)Cl2(CO)2
showed that only with an active space of 22 electrons and 21 orbitals, ex-
citations could be calculated involving the three different ligands. Here, we
restrict ourselves to the excitations involving the pyridine ligand, which can
be done with an active space of 14 electrons in 13 orbitals (5 Ru-4d orbitals,
4 pyridine π orbitals and 4 pyridine π* orbitals). The active orbitals of all
cases are graphically represented in the supporting information.

CASPT2 calculations account for the remaining electron correlation by
correlating all the electrons except the deep core electrons (1s2 for N and
C and 1s22s22p6 for Fe). In order to exclude possible intruder states, we
applied an imaginary level shift of 0.15-0.25 a.u. in CASPT2 [38]. The
standard definition of the zeroth-order Hamiltonian was used throughout
the calculations. It has been suggested in the literature that the IPEA shift
in the zeroth-order Hamiltonian [39] should be increased when dealing with
spin crossover compounds [40, 41] This is especially relevant when one is
aiming at a precise determination of the adiabatic energy difference between
the HS and LS state, which is a central quantity for thermal SCO. In the
present study, we mainly focus on vertical excitation energies, for which
the standard zeroth-order Hamiltonian performs very well, in general. The
solvent effects were taken into account in the CASSCF/CASPT2 calculations
with the polarizable continuum model (PCM)[42–44].

Finally, we have analyzed the wave function for all complexes in an or-
thogonal valence bond picture [45, 46]. For this purpose, the natural ac-
tive orbitals are transformed into orthogonal localized orbitals with either
exclusively Fe/Ru or ligand character following the procedure described in
Ref. [47], which is based on pair-wise rotations of bonding and anti-bonding
metal-ligand orbitals.

3. Results and Discussion

3.1. Geometries and adiabatic energy differences

The geometry of the isolated complex 1 was optimized for the three lowest
electronic states with different spin coupling of the 3d6 manifold of the Fe2+

ion: singlet, triplet and quintet. The DFT calculations for the triplet and
quintet were performed within the spin-unrestricted formalism, and hence,
the resulting electronic states are not necessarily eigenfunctions of the Ŝ2

operator. However the spin functions considered here are essentially mono-
determinantal and the spin contamination is very small. The expectation
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values of Ŝ2 for HS and the intermediate spin state (triplet, IS), 6.02 and
2.03, are close to the formal values of 6 and 2.

In line with the findings of previous studies, the optimized bond lengths
of 1 are slightly overestimated by 0.02 Å for LS and 0.05 Å for HS in com-
parison with the experimental values of 1.98 Å for LS and 2.15 Å [48]. This
overestimation is caused by the hybrid functional used, the inclusion of 25%
exact Fock exchange makes the bond slightly too weak [22]. Nevertheless, the
bond elongation upon the LS to HS conversion of 0.2 Å is in agreement with
experiment, as expected. The PBE0 HS and IS adiabatic energies with re-
spect to the LS state are -0.15 eV and 0.51 eV for 1, and 0.12 eV and 0.58 eV
for 2. The fact that both compounds have a LS ground state at low temper-
atures shows that the PBE0 functional tends to overstabilize the open-shell
configurations with respect to the closed shell singlet state [10, 11, 49].

Additional optimizations were done taking into account the solvent ef-
fects, but neither water nor acetonitrile introduces significant changes in the
geometries or relative energies. The Fe–N distances remain practically the
same and the overstabilization of the HS state is reduced only by 0.06 eV,
which does not repair the erroneous behaviour of the hybrid functional.

3.2. TD-DFT absorption spectrum of [Fe(phen)3]
2+

The lowest part of the absorption spectrum of the LS state contains ba-
sically three types of excitations: (i) ligand-field or metal centered (MC)
transitions involving electron replacements within the Fe-3d orbitals; (ii)
metal-to-ligand charge transfer transitions (MLCT) in which an electron is
transferred from Fe to an antibonding orbital on the ligands and (iii) excita-
tions entirely localized on the ligands, the ligand centered (LC) transitions
involving the π and π* orbitals of phenantroline. In addition to the relative
energies and intensitites of these transitions, we also establish to what extent
the spectrum is affected by the inclusion of solvent effects.

First, we will make a complete analysis of the 40 lowest singlet excita-
tions of the complex in vacuum and in solution (H2O) using the TD-DFT
method. Figure 3 summarizes in a graphical way the results by representing
each transition with a gaussian-type function of full-width at half-maximum
of 25 nm. The height of each peak is normalized to the peak with the largest
oscillator strength. The top figure shows the results for 1 in vacuum, the col-
ored thinner lines represent the individual transitions and the sum of these is
represented with the thicker line. The calculated absorption spectrum shows
three main absorption bands and also three less intense shoulders. The main

8



Figure 3: Top: TD-DFT PBE0/def2-TZVP absorption spectrum for [Fe(phen)3]2+ in vac-
uum representing the transitions by a Gaussian function. Bottom: Comparison between
vacuum (solid blue line), water (dashed line) and the experimental spectrum [16] (solid
green line).
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bands are localized around 270, 340 and 370 nm, and correspond to MLCT
transitions that involve electron replacements in the Fe-3d orbitals and π* lig-
and orbitals. The intensity of these bands is in concordance with their dipole
allowed character. The band centered at 310 nm is formed by a collection
of nearly degenerate ligand-centered transitions among the π and π* orbitals
of the ligand. These excitations are also optically allowed. PBE0/TD-DFT
predicts a slightly less intense absorption with respect to the MLCT states,
contrasting experimental data, which clearly point at more intense LC exci-
tations [16]. Finally, the metal-centered Fe-3d transitions appear around 420
and 570 nm but they are very weak due to the nearly octahedral coordina-
tion sphere of the Fe2+ ion. Note that the absence of absorptions at shorter
wave lengths ∼260 nm is due to the limiting the calculation to the first 40
singlet states. Determining more roots would most probably lead to finite
intensities at these shorter wave lengths.

The lower part of Figure 3 compares the vacuum calculation to the re-
sults obtained with solvent effects modelled with a COSMO representation
of water. As can be seen, the effect of the environment on the excitation
energies and intensities is rather small. The basic features of the spectrum
are maintained and at this stage, we conclude that the solvent effects on
the geometry, and the adiabatic and vertical excitation energies are small.
However, there is an important issue that still needs to resolved; the overall
agreement between the TD-DFT and the experimental spectrum (green line
in Figure 3, bottom) is not very satisfactory. Therefore, we checked the effect
of the solvent on the excitation energies with CASPT2, which in principle
should provide more accurate results.

3.3. CASPT2 absorption spectrum of [Fe(phen)3]
2+

From previous studies, it is well known that the optimal CASPT2 Fe–N
distance does not necessarily coincide with the one of the optimized DFT
geometry [18, 37, 50, 51]. Since the excitation energies are rather suscep-
tible to this parameter (especially the MC excitations), we have manually
determined the optimal CASPT2 distance in the field of DFT relaxed ligand
geometries by generating a set of DFT optimized geometries with different
Fe–N distances and calculated the CASPT2 energy of the LS state at all
points with a CAS(10,12) reference wave function. Note that a full CASPT2
geometry optimization is computationally too expensive, and would prob-
ably not provide extra information. The multiconfigurational character of
the wave function is basically related with the electronic configuration of Fe
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and the Fe–N bond. The optimization of the ligand geometry with CASPT2
would not bring new information to that provided by DFT.

The scan of the Fe–N distance locates the optimal CASPT2 Fe–N distance
at 1.92 Å, significantly shorter than obtained with DFT and determined from
X-ray diffraction measurements. As can be seen in Table 1, the relative en-
ergies of the lowest d-d transitions strongly depend on the geometry. For
shorter distances the ligand field is stronger and the MC excited states be-
come higher in energy.

The full absorption spectrum was obtained in a two-step procedure. In
the first place, we used the CAS(10,15) reference wave function to obtain
simultaneously CASPT2 estimates of the MC and MLCT excitation energies
and intensities. The LC excitations were subsequently added by performing
CASPT2 calculations with the CAS(12,12) reference wave function and the
results are summarized in Table 2. The lowest MLCT states appear around
2.60 eV, slightly higher than the spin allowed MC excitations. The oscilla-
tor strength of the latter is however two orders of magnitude smaller and
is hardly detectable in the graphical representation of the CASPT2 absorp-
tion spectrum constructed in the same way as the PBE0/TD-DFT spectrum
discussed above. MLCT states are found in a rather broad interval ranging
from 475 nm to approximately 330 nm. At shorter wave length we find very
intense LC excitations. Again, the results in vacuum (solid line) were com-
pared to the results obtained after including solvent effects through a PCM
treatment of water or acetonitrile (dashed curve, no difference between the
two solvents). Whereas the relative energies of the transitions are hardly
affected by the solvent, the oscillator strengths of some states is somewhat
diminished, most specifically the states that contribute to the peak around
400 nm. Nevertheless, the overall shape of the absorption spectrum is main-
tained and the solvent effects are also small for the CASPT2 calculations

This brings us to the last point; the comparison of the CASPT2 results
with the experimental spectrum, represented by the green thick line in Figure
4. The overall agreement is rather satisfactory and much better than the
one obtained with TD-DFT/PBE0. The main features of the spectrum are
correctly reproduced and the only obvious discrepancy lies in the on-set of
the bands. Experimentally, the MLCT band starts around 550 nm (2.3 eV)
and the LC band around 275 nm (4.5 eV), while CASPT2 places the on-set at
450 nm (2.6 eV) and 250 nm (4.96 eV), respectively. This behaviour is similar
to the one observed in [Fe(bpy)3]

2+, where an almost identical difference in
the lowest MLCT excitation energy was found [18, 52]. The error of 0.4 eV
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Table 1: CASPT2 vertical transition energies (in eV) of the lowest electronic MC tran-
sitions of [Fe(phen)3]2+ at the DFT optimized Fe-N distance (2.00 Å) and the CASPT2
optimal(a) distance (1.92 Å). The reference wave function is obtained from a CAS(10,12)
calculation. Results in parenthesis correspond to those obtained with the PCM solvent
model for water.

State DFT optimized CASPT2 optimal(a)

2.00 Å 1.92 Å
1A1g 0.00 (0.00) 0.00 (0.00)

5T2g 0.92 (0.92) 2.43 (2.43)
0.93 (0.93) 2.43 (2.43)
1.02 (1.02) 2.43 (2.43)

3T1g 0.99 (0.99) 1.71 (1.72)
1.03 (1.03) 1.74 (1.74)
1.03 (1.03) 1.80 (1.80)

3T2g 1.51 (1.51) 2.27 (2.27)
1.53 (1.53) 2.30 (2.30)
1.61 (1.61) 2.36 (2.36)

1T1g 1.91 (1.91) 2.62 (2.62)
1.96 (1.96) 2.66 (2.66)
1.97 (1.97) 2.69 (2.69)

5E 3.44 (3.44) 5.65 (5.65)
3.45 (3.45) 5.66 (5.66)

a: The optimal CASPT2 distance was obtained from a scan of the energy along a series

of PBE0 optimized geometries restricting the Fe-N distance to a value in the range of

1.90-2.00 Å.
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Figure 4: CASPT2 absorption spectrum of [Fe(phen)3]2+ (1) representing the transitions
by a Gaussian function (solid blue line) in vacuum and (dashed lines) in water. The solid
green line represents the absorption spectrum obtained experimentally.

observed for the LC band may be reduced by considering a larger active space
with more π orbitals. Eventually, one may have to perform restricted active
space SCF (RASSCF) calculations [53] to treat the complete π system.

3.4. Solvent effects for trans(Cl)-Fe(bpy)Cl2(CO)2 and trans(Cl)-Ru(bpy)Cl2(CO)2

Although the results discussed so far indicate that the solvent effects
on the absorption spectrum of [Fe(phen)3]

2+ are small, there are of course
several cases where solvent effects play a very important role and cannot be
omitted in the theoretical description of the electronic structure. A recent
example is given by the calculations of Escudero and González on trans(Cl)-
Ru(bpy)Cl2(CO)2 [19]. The TD-DFT result with and without solvent effects
show differences in the excitation energies as large as 1 eV. To double check
the computational strategy applied here for [Fe(phen)3]

2+, we have applied
it to the mentioned Ru complex (3) and to a variant of it, by changing Ru
for Fe (2).

The geometry optimization of trans(Cl)-Ru(bpy)Cl2(CO)2 with PBE0/TZV-
P gives accurate bond distances and angles (see supporting information).
Hence, it expected that the optimized geometry of the hypothetical com-
plex trans(Cl)-Fe(bpy)Cl2(CO)2 is also reasonable. Table 3 lists the TD-
DFT results for 2 and 3 with and without solvent effects. The results for
the Ru complex are in close agreement with those obtained by Escudero
and González and important solvent effects are observed for some of the
states. The largest changes in the excitation energies occurs for the MLCT
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Table 2: CASPT2 vertical excitation energies ∆E (in eV) of the lowest electronic tran-
sitions of [Fe(phen)3]2+ (1). MC and MLCT are calculated with a CAS(10,15) reference
wave function, and LLCT with a CAS(12,12) reference wave function.

State ∆E (vacuum) ∆E (water)
1A1g 0.00 0.00
11MC 2.59 2.59
11MLCT 2.60 2.58
21MLCT 2.77 2.74
31MLCT 3.06 2.89
41MLCT 3.08 3.35
51MLCT 3.29 3.24
21MC 3.54 3.58
11LLCT 5.20 5.26
21LLCT 5.21 5.30
31LLCT 5.32 5.43
31MC 5.53 5.53
41MC 5.60 5.60
51MC 5.67 5.66
61MC 5.81 5.82
41LLCT 6.26 6.27
51LLCT 6.33 6.30
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states and less important effects are observed for the LC and MC excitations.
The excitations in which an electron is transferred from Cl or CO to bipyri-
dine (ligand-to-ligand charge transfer (LLCT)) are also affected, whereas the
LLCT excitations among CO and Cl are not influenced by the solvent. A
similar picture arises from the TD-DFT calculations on 2: the relative en-
ergy for several MLCT states show large solvent effects, while this is less
pronounced for the LC and MC states. As soon as the LLCT excitations
involve bipyridine orbitals, the excitation energy is significantly blue-shifted.
Note that in some cases the classification of the excitation as MLCT, LLCT,
etc. is not straightforward, since the Kohn-Sham orbitals have a certain de-
gree of delocalization and are not easily identified as Fe or ligand orbital.
Moreover, many excitations show several contributions with similar weights.

Subsequently, we have applied the CASPT2 methodology to 2 and 3 and
compared the vacuum results to those obtained with a PCM modelling of
the solvent (water and acetonitrile). Table 4 summarizes the results obtained
for both complexes. The MLCT states for 2 involve electron replacements
from Fe to the antibonding orbitals of the CO ligands, while the excitations
labeled as MLCT in 3 excite electrons from Ru to the π* orbitals of pyridine.
This is due to the impossibility to include empty orbitals of all the different
ligands in the active space. The Ru-complex has low-lying pyridine orbitals,
while for the Fe analogue the CO antibonding π* orbitals enter the active
space preferentially. In these complexes the LC and LLCT excitations have
not been calculated. This would require a complete new CASSCF reference
wave function as done for [Fe(phen)3]

2+, but not essential to illustrate the
solvent effects in 2 and 3.

The solvent effects calculated with CASPT2 are similar to those observed
in the TD-DFT calculations, varying from approximately 0.1 eV for MC
states to nearly 1 eV for the MLCT states of 3, which involve the bipyridine
ligand orbitals. The MLCT states in 2 are due to electron replacements
from Fe to π*CO and their relative energy remain nearly constant when the
solvent is added. Hence, the computational scheme is capable of accounting
for solvent effects when they are present and the no appearance of these in
1 is not due to artefacts in the method.

An important parameter to explain the energy shifts is the dipole moment.
In Table 5, we summarize the dipole moments calculated as the expectation
value of the CASSCF wave function and the effect of the solvent on the
relative energies for a collection of states in the three complexes considered.
It is clear that changes in the excitation energy are closely related to the
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difference of the dipole moment between ground and excited state. In the case
of [Fe(phen)3]

2+, the ground state has an almost zero dipole moment and none
of the excited states gains a large dipole moment. This is expected for the
MC states, but less obvious for MLCT states. The antibonding π orbitals on
the phenantroline ligands in the active space (those that become occupied in
the MLCT states) are delocalized over one, two or three ligands. In all cases,
the MLCT states are linear combinations of single electron replacements such
that the overall transfer from the metal to the ligands is symmetric in all three
directions, and hence, no dipole is induced by the excitation. This explains
the minimal effect on the excitation energies when the solvent is included in
the calculation. On the contrary, the less symmetric complexes 2 and 3 with
three different ligands coordinating the metal have a large dipole moment
in the ground state pointing from the metal to the bipyridine ligand. The
dipole moment is largely canceled when an electron is transferred from the
metal to the bipyridine ligand. This induces a large response of the solvent,
and hence, shifts the excitation energy in comparison to the value calculated
in vacuum. When the electron is excited to the antibonding orbitals of the
CO ligands, the change in the dipole moment is smaller, which explains the
weaker solvent effects for these MLCT states.

3.5. Orthogonal Valence Bond analysis of the wave function

Having confirmed that the solvent effects on the excitation energies are in-
timately related to changes in the dipole moment of the initial and final states
involved in the transition, it is interesting to see whether the solvent has any
effect on the electronic structure of the ground state. To this purpose, we an-
alyze the wave function of the LS with and without solvent in the framework
of orthogonal Valence Bond. Instead of the more common natural orbitals,
the CASSCF wave function is expressed in localized orbitals obtained by a
unitary transformation [47]. Using these localized orbitals (shown in the sup-
porting information), it is possible to mark the configuration state functions
of the CASSCF wave function by the number of electrons associated to the
metal ion. This is not possible when the function is expressed in natural
orbitals which are much more delocalized over metal and ligands.

Table 6 reports the decomposition of the LS wave function for all three
compounds. It can be readily seen that there is practically no difference be-
tween the vacuum and solvent results. This indicates that the wave function
of the fundamental state does not change when solvent effects are included
in the electronic structure. More interesting is the comparison between the
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Table 3: TD-DFT vertical excitation energies ∆E (in eV) of 2 and 3. XLCT indicate
charge transfer excitations involving the Cl ligand.

2 3
State ∆E (vacuum) ∆E (water) ∆E (vacuum) ∆E (water)
Ground state 0.00 0.00 0.00 0.00

11XLCT/MLCT 2.66 3.71 2.36 3.33
nCl/dt2g→π*bpy

21XLCT/MLCT 2.74 4.19 2.49 3.47
nCl/dt2g→π*bpy

11XLCT/MC 2.95 3.17 3.95 4.28
nCl/dt2g→π*CO/deg

21XLCT/MC 3.11 3.31 4.10 4.44
nCl/dt2g→π*CO/deg

11LLCT 3.51 4.62
nCl→π*bpy

11MLCT 3.60 3.61
nCl/dt2g→π*CO

31XLCT/MLCT 3.62 4.81 3.29 4.28
nCl/dt2g→π*bpy

41XLCT/MLCT 4.19 4.56 3.56 4.57
nCl/dt2g→π*bpy

11XLCT/LLCT 4.46 4.76 4.48 4.42
nCl/dt2g→π*CO

πbpy→π*bpy

21XLCT/LLCT 4.58 5.04
nCl/dt2g→π*CO

πbpy→π*bpy
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Table 4: CASPT2 vertical transition energies ∆E (in eV) of 2 and 3. The MLCT excita-
tions in 2 correspond to excitations from Fe-3d(t2g) to π∗

CO and in 3 to π∗
bpy

2 3
State ∆E (vacuum) ∆E (water) ∆E (vacuum) ∆E (water)
1A1g 0.00 0.00 0.00 0.00
11MC 2.34 2.30 4.15 4.24
21MC 3.76 3.85 4.01 4.24
31MC 3.38 3.53 4.51 5.19
41MC 4.15 3.99 5.14 5.51
11MLCT 4.38 4.50 3.87 4.84
21MLCT 4.61 4.60 3.90 4.64
31MLCT 5.29 5.30 4.59 5.39
41MLCT 5.92 5.92

Table 5: Changes in the CASPT2 vertical transition energies ∆(∆E) (in eV) and the
dipole moment |∆µ| (in Debye) of 1, 2 and 3 between vacuum and solution.

1 2 3
State ∆(∆E) |∆µ| ∆(∆E) |∆µ| ∆(∆E) |∆µ|
11MC 0.00 0.16 0.04 0.37 0.09 0.94
21MC 0.04 0.34 0.09 0.74 0.33 0.28
31MC 0.00 0.14 0.15 0.16 0.68 0.20
41MC 0.00 0.08 0.16 0.35 0.37 1.08
11MLCT 0.02 4.48 0.12 2.50 0.97 6.89
21MLCT 0.03 2.54 0.01 2.44 0.74 7.73
31MLCT 0.17 2.08 0.01 2.61 0.80 5.52
41MLCT 0.27 2.11 0.00 3.01
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Table 6: Orthogonal Valence Band decomposition of the CASSCF wave function of the LS
state for 1, 2 and 3 expressed in weights of different TM-dn Lm electronic configurations
(n+m equals the number of active electrons). Results in vacuum are compared with a
PCM modelling of the solvent.

Complex Electronic configuration
TM-d6 L4 TM-d7 L3 TM-d8 L2 TM-d9 L1 Total

1 vacuum 55.0 33.9 8.3 2.1 99.3
water 55.0 33.8 8.3 2.1 99.2

2 vacuum 18.7 44.7 26.0 8.0 97.4
water 18.7 44.7 25.9 7.9 97.2

3 vacuum 9.7 39.9 38.3 11.2 99.1
water 9.6 39.9 38.4 11.2 99.1

three different compounds. Assuming an ionic model with a formal TM(II)
state, the TM-d6 state should be the leading electronic configuration. This is
true to some extent for 1, but cannot be maintained for the other two com-
plexes. In these cases the CO ligand provides a much stronger σ donation
than the phenantroline ligands, leading to very low weights of the ionic con-
figuration. This effect is slightly stronger in the Ru complex due to the larger
spatial extent of the TM-4d orbitals. The weight of the ionic determinant
has been found to be an indication of the possibility for SCO [54]. Normally,
SCO compounds have weights of roughly 55%. This is indeed compatible
with the SCO charatcer of 1, while it excludes any kind of such phenomena
for the other two complexes. The adiabatic energy difference between LS
and HS is too large is these cases [54].

4. Conclusions

The purpose of this work was to investigate theoretically the solvent ef-
fects on the electronic states of [Fe(phen)3]

2+, trans(Cl)-Fe(bpy)Cl2(CO)2
and trans(Cl)-Ru(bpy)Cl2(CO)2, comparing (TD-)DFT to CASPT2 results.
Because the results obtained with TD-DFT for all the transitions differ from
the values obtained with CASPT2 and do not compare very favorably with
the available experimental data, the hybrid TD-DFT/PBE0 cannot be rec-
ommended as an alternative for the study of the excited states in the present
case. Note that a recent study on a related Fe(II) complex shows that the
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pure density functional PBE performs much better than the hybrid variant
used here [55]. More general conclusions about the suitability of TD-DFT to
treat excited states in Fe(II)/Ru(II) (or other TM) complexes would require
a more extensive study, which is beyond the scope of the present paper.

CASPT2 results of [Fe(phen)3]
2+ compare much better with experiment.

The theoretical absorption spectrum places the MLCT and the LC bands
slightly higher in energy than experimentally measured, which can be ex-
plained by the use of the ideal geometry in which the three phenantroline
ligands are identical, leading to delocalized MLCT states with slightly higher
energy that the ones that localize on one ligand.

The solvent effects were treated with the COSMO model for (TD-)DFT,
and with PCM for the CASPT2 calculations. The results obtained show that
solvent effects are only important when the dipole moment between initial
and final state changes significantly. The transitions of [Fe(phen)3]

2+are not
affected by the introduction of solvent effects due to the high symmetry of the
complex. On the other hand, the MLCT of the complex 2, that involve the
bipyridine ligand, are affected due the asymmetric charge transfer involved
in these transitions. The excitations that involve the carbonyl ligand, which
do not show significant changes in dipole moment, are hardly affected by
adding solvent effects. It should be kept in mind that thermal motion of the
complexes and the solvent molecules around these will continuously break the
highly symmetric average structure [56]. Hence, solvent effects are important,
although one has to find a way to efficiently take into account the effect of
the thermal motion in the calculation of the spectrum [57]. Furthermore, it
should be kept in mind that the continuum models for the solvent used in
the present study may not be the most accurate representation in case of
protic solvents [58, 59]. It cannot be discarded that the explicit inclusion of
the first solvation sphere of the complex in the calculation provides a better
agreement with experiment.

Finally, an analysis of the wave function has been done using orthogonal
Valence Bond theory. Two conclusions were obtained with this analysis:
(i) the wave function of the ground state does not suffer changes when the
solvent effects are included and (ii) the weight of the ligand-to-metal charge
transfer (LMCT) determinants is an indication of a possible thermal SCO.
When the LS wave function has a contribution of approximately 45% of the
LMCT, the complex is susceptible to thermal SCO.
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