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Abstract. Today it is well known that taking into account the semantic information
available for categorical variables sensibly improves the meaningfulness of the final
results of any analysis. The paper presents a generalization of mixed Gibert’s metrics,
which originally handled numerical and categorical variables, to include also semantic
variables. Semantic variables are defined as categorical variables related with a reference
ontology (ontologies are formal structures to model semantic relationships between the
concepts of a certain domain).

The Superconcept-based distance is introduced to compare semantic variables tak-
ing into account the information provided by the reference ontology. A benchmark
shows the good performance of Superconcept-based distance with respect to other pro-
posals, taken from the literature, to compare semantic features. Mixed Gibert’s metrics
is generalized incorporating Superconcept-based distance.

Finally, two real applications based on touristic data shows the impact of the gen-
eralized Gibert’s metrics in clustering procedures, and, in consequence, the impact of
taking into account the reference ontology in clustering. The main conclusion is that the
reference ontology, when available, can sensibly improve the meaningfulness of the final
clusters.
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1. Introduction

Describing the structure or obtaining knowledge of complex systems is known
as a difficult task. Different research areas are dealing with this issue, such as
Statistics, Artificial Intelligence, Information Systems and Data visualization.
Knowledge Discovery and Data Mining (KDD) is a research area where all those
fields interact in order to extract useful knowledge from data(?).

Clustering algorithms are well-known data mining methods and the more
used for partitioning data into a certain number of homogeneous groups or clus-
ters (7). In fact, we agree with the idea that a number of real applications in
KDD either require a clustering process or can be reduced to it (7). Recent
research has evidenced that about 60% of real data mining applications use clus-
tering. Also, identification of classes is one of the basic methods used by human
beings in structuring the world and that’s why, many expert systems are indeed
classifiers.

In the kernel of clustering algorithms, comparisons between objects are used
to priorize the objects to be clustered first. Originally (?), clustering was con-
ceived on numerical data, whose inherent geometric properties could be exploited
to compare points, mainly by means of distances or related functions. This is the
basis to guide the class construction.

However, in real applications, it is usual to get data matrices containing also
some categorical variables as relevant as the numerical ones in the decision pro-
cesses. As an example, the color of the water inside the bioreactor of a wastewater
treatment plant, is as important as the concentration of nutrients, because both
are quality indicators used by the head of the plant to make decisions about
the proper treatment. The nutrients concentration values are obtained from bio-
chemical analysis in the laboratory and when they go over some threshold, the
biomass is incremented in the tank for a quicker degradation of organic matter.
The color of the water is directly observed by the head of the plant, and when
it is red, it indicates toxic alguee formation, which requires specific actions also.
Such an scenario illustrates the importance of analyzing heterogeneous data ma-
trices, where both numerical an non-numerical variables are included. In that
case, particular attention is required to perform objects comparison.

Literature provides many references on the topic of analyzing what is named
as messy data or heterogeneous data, depending on the contexts (?), (?), (?).
Different strategies are proposed. Among them, the most popular ones are:

— to a-priori discretize all numerical variables and get an homogenous data ma-
trix with only categorical variables. The main criticism to this practice is that
discretization always implies a loose of information and can also involve a bias,
both factors likely to impact in the robustness of final results.

— to define what is known as compatibility measure, which permit comparisons
among heterogeneous objects. One of the main advantages of this approach
is that interactions between numerical and non-numerical variables are taken
into account.

Previous experiences (?), (?) show compatibility measures as the best ap-
proach for the particular context of clustering where global interaction among
variables is relevant. Compatibility measures, as Gower coefficient (?), the gen-
eralization of Minkowski metrics by Ichino-Yaguchi (?) or the Gibert’s mixed
metrics (?), among others, often include different expressions according to the
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type of every variable, and allow homogeneous treatment of different types of
variables, by keeping them in their original form.

In most proposals, the compatibility measures contain a component for nu-
merical variables and another for non-numerical, treating all non-numerical vari-
ables in the same way. Particularly most data analysis approaches treat all non-
numerical (or categorical) variables under a syntactic point of view ( based on
equality /inequality of terms), or in the most sophisticated cases (?) introducing
some weights related with the rarity of the terms (measurable through the y2-
distance), which indicates que informational load of the term itself. Recently, in
the field of KDD, some works address the topic of clustering only with categor-
ical data and, even if they use more sophisticated criteria to compare objects,
they still are based on syntactic fundamentals. The ROCK (?) algorithm groups
first the more linked elements, a link being a common neighbor of both elements;
neighborhood being determined upon a given threshold. CACTUS (?) provides a
scalable algorithm which clusters the most interacting elements first, using com-
plex co-occurrence related concepts to evaluate those interactions. Even in that
case, the whole process is based in computing some frequencies and coincidences
over the data matrix.

However, in many applications, part of the categorical variables describing
an object can be semantically interpreted, as their values refer to concepts in
a certain domain field. Think, for example of a variable reporting the type of
building, where the degree of difference between church and cathedral should be
smaller than the one between church and office, regardless how frequent are those
terms in the data matrix or how often they co-occur in a document or in a data
matrix. Furthermore, it may happen that additional semantic knowledge about
these variables is available and formalized and might be interesting to take it
into account to improve the comparison between objects and to improve cluster
detection. Some works already point to that issue. The works (?) or (?) show the
benefits of introducing ontologies to improve topic identification in text mining
applications, particularly for document clustering. In (?) a discussion is provided
about the added value of semantics with respect to the information provided by
the algebraic structure involved in distances or similarities and their benefits on
better finding underlying clusters in health-related applications.

Thus, integrating the semantic of the terms in a general compatibility mea-
sure to compare two heterogeneous objects is of high interest. It enables a better
approach to the way of thinking of the experts and, in consequence, to get more
coherence between the results and the prior knowledge of the phenomenon.

Finding a proper way to integrate the semantic of the terms in the context of
clustering with heterogeneous objects is the main goal of this paper. This work
introduces the concept of semantic variable to model those categorical variables
for which additional semantic knowledge is available in a reference ontology. A
generalization of the compatibility Gibert’s mixed metrics(?) to also include se-
mantic variables is provided. The generalization is based on the introduction of
the Superconcept-based distance, which computes similarity over terms by taking
into account the relationship of the compared terms in the reference ontology.
The benefits of using generalized Gibert’s mixed metrics for clustering hetero-
geneous data matrices with all numerical, categorical and semantic variables is
addressed in some real applications.

The structure of the paper is the following: Section §2| provides related work,
section §3|introduce the generalization of Giber’t mixed metrics into a new mea-
sure to compare objects including semantic information, when available. Section
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§4]studies different possibilities of introducing semantic information into the com-
parison between objects, focusing on similarity measures based on the taxonom-
ical structure of a reference ontology. Section presents the Superconcept-based
distance as a new proposal for semantic variables, also based on their taxonomical
structure. Section §6| discuss the convenience of metrical structure for cluster-
ing purposes and analyzes the metrical properties of the proposal. Section
is devoted to evaluate all the studied semantic measures against Superconcept-
based distance using a standard benchmark based on human judgments. Section
48 evaluates the impact of using the extended Gibert’s mixed metrics with the
Superconcept-based distance in clustering with two case studies. Finally, the last
section presents the conclusions.

2. Related work

As said before the main goal of this work is to improve the clustering results
for heterogeneous matrices, by introducing semantic information for those cat-
egorical variables with available semantic models. This will be approached by
extending the comparison measure between objects to include semantic vari-
ables.

In the literature, we can find different approaches to bring semantics to the
object comparisons. The field of distance metrics learning (?), (?), (?) is mainly
concerned with the idea of getting the final distances directly from experts and
automatically learn the metrics that fits with those subjective similarities im-
plicitly managed by experts. Basically, this approach can deal with any kind of
variable together, since the expert implicitly takes into account both the type
of variable and its meaning in his/her comparisons. Inter-experts coherence is
important in this context for the robustness and consistency of the results. This
approach is useful when experts are able to quantify similarities among objects,
which is not always the case.

In the fuzzy approach (?), linguistic labels are introduced as a paradigm for
including uncertainty into data representation itself, and the specific semantics
of the terms is represented as membership functions.

Till now, none of the proposals directly applicable to cluster classical crisp
heterogeneous data matrices is considering the semantics of the terms under
comparison. This has been widely accepted by now, probably because of the
lack of proper tools for representing and managing conceptual values together
with their semantics. In our approach, the semantics, the expertise and the back-
ground domain knowledge is not expressed in a quantitative form and experts
are not required to directly quantify similarities among terms, nor membership
functions, nor a priori probability distributions (as it happens in Bayesian ap-
proaches).

Background domain knowledge is expressed by means of ontologies, a more
expressive formalism that permits to express relationships among concepts under
the logical paradigm, which sometimes is more natural to the expert. Ontolo-
gies have emerged in the last years as a fundamental tool for formalizing and
representing domain knowledge. They offer a formal and explicit description of
a shared conceptualization (?), providing a graphical model in which semantic
interrelations are modeled as links between concepts. They are highly flexible
and provide enough expressiveness for our purposes.

Recent research in the field of computational linguistics shows that using an
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ontology as background knowledge can improve document clustering analysis (?)
() (?) (?) (7). In this field the main objective is to interpret the text meaning
by using the ontology and to establish an ordering among documents based on
their similarities. Many references to the use of ontologies for improving docu-
ment classification and clustering can be found. Most of them use Wordnet as
reference ontology. A representative paper is (?7), which uses textual data anal-
ysis techniques based on the corpus numerization (or the bag of words) and the
principles of multivariate factorial analysis techniques. The ontology is used to
enrich the corpus numerization as well as to compute prototypical documents
for a class. The main difference with respect to our work is that we are work-
ing in a classical 2-dimensional data matrices, where objects are described by
several variables. In our approach the ontology is used to refine the calculation
of distances of some qualitative variables of the data matrix; those for which
semantic information is available in a reference ontology: Then, the clustering
can be applied to whatever kind of object (patients, tourists, villages, cars, etc)
that can be described in a structured way by their values on a predefined set of
variables numerical or qualitative variables.

In (?) the documents to be clustered are previously modeled by means of a
graph structure which is build taken the ontology into account. Several measures
are defined over those graph and they are used for the clustering process. In our
approach the part of the objects described by means of semantic variables is also
transformed to a more structured representation which takes into account the
background ontology and the measures are also defined over the new representa-
tion. In our case, an extension of the adjacency matrix induced by the ontology
is used, which records the existence of ascendent path between terms.

It is worth to note that, in most of these references, partitional clustering
algorithms are used, mainly because they are low class of complexity algorithms,
being most of them linear or almost linear. But in real data mining applications it
is hard to establish in advance the number of clusters as required by these meth-
ods (?) (7). Hierarchical clustering methods avoid this kind of assumptions and
permits to discover the number of real clusters from the self nature of the data
set. Also, the family of density based methods, like DBSCAN (?) or OPTICS(?)
could be suitable for this purpose, although in this work hierarchical clustering
is used.

Although most references found in the literature regards to document clas-
sification and text mining, authors are convinced that the benefits of using on-
tologies to enrich data analysis are not restricted to computational linguistic
problems.

In fact, ontologies have been recently used in data mining under several ap-
proaches, mainly in processes related to learning. Thus, ontologies have been
introduced to improve classical machine learning classifiers (?) (?) (?) (7). Ex-
amples can be also find in decision trees learning (?), in neural networks (?),
Bayesian networks (?) or even in case-based reasoning (?). In non-supervised
methods, ontologies have been mainly used in the fields of Web mining (?) or
gene analysis (7). Also they have been used to improve association rules mining,
like in (?) (?), (?) (?) (?). In that case, the main issue is to reduce the number of
association rules mined by different strategies, like using the ontology to prune
the senseless associations (?7), or getting more general associations that subsume
big number of particular patterns (?), or to generate constraints to the con-
struction of associations by reducing the searching space (7). Few references can
be found introducing ontologies to guide the clustering process in data mining,
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but there has been some contributions in this line in the fields of text mining
(?), or in biomedicine dealing with genetic data (?) (?), (?). In (?) genes are
clustered according to their expression patterns by using a semantic distance
computed on the basis of the complete set of annotations of every gene obtained
using the Gene Ontology; in the paper several measures are presented. Among
them, Czearowski-Dice similarity (?) uses similar ideas to the ones presented
on our work, but our proposal holds metrical properties, with some benefic im-
plications on hierarchical clustering. In the field of clustering, the ontology is
not used to reduce the number of patterns, like in association mining, but to
improve the quality of the comparisons between the objects, in such a way that
the final classes produce more compact classes from a conceptual point of view,
by grouping more conceptually-similar objects.

All the related works are strictly based on the availability of semantic infor-
mation about objects. However, when objects are described by means of a fixed
set of interest variables, not always all these variables can be connected to some
extra semantic knowledge base (i.e. an ontology). For this reason, in this work
we have considered a more general approach in which:

a) a) data to be clustered is represented in a classical 2-dimensional data matrix,
with a definite set of variables in columns

b) b) only part of the qualitative variables can be linked to available ontolo-
gies that permit the semantic interpretation of the variable values (i.e. its
modalities are connected to concepts in the ontology)

¢) ¢) classical numerical variables or measurements can also be part of the data
matrix

d) d) some of the categorical variables do not have semantic extra information
available and must be treated only from a syntactic point of view.

None of the referred works combines numerical, syntactic and semantic in-
formation in a single and integrated analysis in the context of clustering.

3. Mixed semantic metrics

In this paper, an approach to compare objects that are described with numerical,
categorical and a set of semantically interpretable variables is presented. We are
naming these variables as semantic variables as their values can be interpreted
based on background knowledge and become concepts rather than simple modal-
ities. Often, semantic variables can be extracted from a textual description of
the object.

In this work background knowledge is represented in form of ontologies, as
they are a powerful tool for semantic knowledge management, easy to process
inside data analysis methods.

The proposal can be used in any application domain where the comparison
between objects described with those types of variables is required, like, for
example, analyzing the tourist interests of people, which involves numerical (age,
yearly income), categorical (sex, original country) or semantic (hobbies, cultural
preferences) relevant variables to describe the tourist itself.

Because of the variety of very complex domains in which it has been suc-
cessfully applied — functional disability in elderly persons (?), dependency in
schizophrenia (?), waste water treatment plants (?), neurorehabilitation in brain
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damage (?) — and the good performance shown in cluster analysis (?) with re-
spect to other proposals in the literature, the proposal presented in this work
extends Gibert’s mixed metrics (?) to incorporate semantic variables.

The standard input of a clustering algorithm is a data matrix with the val-
ues of K variables Xj ... Xk observed over a set Z = {1,...n} of individuals.
Variables are in columns, while individuals in rows. Cells contain the value (z;x),
taken by individual ¢ € Z for variable Xy, (k =1 : K). First the distance to be
generalized is briefly introduced.

3.1. Extending Gibert’s mixed metrics to semantic variables

In (?) Gibert introduces the mixed metrics as a weighting between the normalized
Euclidean metrics for numerical variables and a rewriting of the x? metrics for
qualitative ones which do not require expansion to complete incidence tables.
The Gibert’s proposal is based on the idea that x? metrics (?) upon qualitative
variables is directly related with the quantity of information provided by the
variable itself (?). In this work, Gibert’s metrics is extended to a third type
of variable, named semantic variable, by adding a third term to the original
expression. The extended Gibert’s mixed metrics is defined as:

Aty 5. (051) = adZ(i,i)+BdG (i, +yd5 (i, 1), (@, 8,7) € 0,1, at+f+y=1
(1)

, being («, 8,7) € [0,1]%, ¢ = {k : X} numerical variable,k = 1: K}, Q = {k :
X, categorical variable,k = 1: K}, § = {k : X} semantic variable,k = 1 : K},
d% (i,7") the normalized euclidean metrics for numerical variables, and dg (i, i) a

rewriting of the x? metrics to be computed directly on a symbolic representation
of the categorical variable (see expression , d%(i,i') measures the distance
between ¢ and i’ only considering the semantic variables available in S.

Thus

.. Tik — Tq/ 2 5 .. .
By i) = a3 EE I B Gy LS g6 (@)

s n n
keg k Q keQ S vkes

where s7 is the variance of numerical variable Xx; ng = card(Q) and d3(i,i)
is the contribution of categorical variable Xy, to d%a 5 7)(i’ i) (see expression ,

ns = card(8S), 62 (i,i’) is the contribution of semantic variable Xy, to d?a ) (i,7").
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In section and |5 different possibilities for 0y (i,’) will be provided, according
to existent literature in computational semantics as well as our own contribution.

0, if Tik = T4k

L4 1_ s otherwise,
for individuals

d(i,7)2(i,i) = (3)

UF-1? | cnp D2 .
—— + Zﬁés 1% Jif z; = ¥ and

i’ is a class
ki K
J 32
n, (57 =F7)

Z_j:l TR

s in general case

In expression , I*i represents the number of individuals of the sample
that are in modality cf; I},: is the number of individuals in the sample of the
k.
same modality as the element ¢ for variable Xj; fzk I = ankijlkj represents the
j=1"%4
proportion of individuals from the i** subclass satisfying X = c? and ny is the
number of modalities of variable X}, which is qualitative. In (?) details on the
mixed metrics are provided.

Under analog philosophy of Gibert’s mixed metrics, and according to the
principles of compatibility measures proposed by Anderberg, the contribution of
a single variable to the final distance is different depending on its type and it
can be computed per blocks, regarding the types of variable.

3.2. On the weighting indices «, 3, v

In fact, d%a’ﬁﬁ) (i,i') is an infinite family of metrics where (a, 8,7) € [0,1]3. In
every particular application of this distance, concrete values of «, 3,7, must be
chosen. With a similar argument as the one provided in (?), for hierarchical clus-
tering purposes, and being «, § and ~ the weight for numerical, categorical and
semantic variables, it is enough to index the expression (1)) with (c, 3,7v) € [0,1]3
and a + 8 + v = 1 since bounding the addition of weights defines an equiva-
lence relationship over the set of achievable hierarchies and the same hierarchies
available from (o, 3,7) € R? are found. This implies that at least two of the
parameters must be determined and the third one is fixed consequently.

In (?) (?) some heuristic criteria are introduced to find acceptable values for
the weighting constants o and 3. Several real applications to complex domains
(?) (?) (?7) (?) showed a successful performance of the original proposal in front
of other values, for the particular case of recognizing underlying classes on a
given domain. Here, the criteria used in (?) for determining «, 8 are extended to
semantic variables, including ~:

a b c

@ at+b+ec p a+b+ec 7 a+b+c (4)

This guarantees that (o, 3,7) € [0,1]> and o+ 8+~ = 1 as convenient for
clustering purposes.
As the value of one of them approaches too much to 1, the distance will
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behave giving maximum influence to the corresponding block of variables. For
example, using (o, 3,v) = (0.9,0.05,0.05) means that the distances between
objects will basically be determined by their similarities in numerical variables,
and both qualitative and semantic variables will modify the final distance very
few. Viceversa, using a value too close to zero implies to dismiss the information
provided by the corresponding group of variables. Assuming that all the variables
considered in the data matrix are equally relevant, it is reasonable to choose
values for («, 3,7) that balance the contribution of all types of variables in the
final distance. According to this principle, the proposed values for a, b, ¢ are the
following:

n n ns
¢{maz* Omax* Smaz*
where n¢ = card(C), ng = card(Q) and ns = card(S) and ¢, dGmae-

and d%,,,.- are the truncated maximums of the different sub-distances to pro-
vide robustness in front of multivariate outliers. In our proposal maximums are
truncated to 95% but other possibilities could be considered as well.

This proposal has the following properties:

— The proposal gives to every sub-distance an importance proportional to the
number of variables it represents. So,

axns & PBxng & yxns (6)

This means that when the larger group of variables are qualitative, for exam-
ple, the second term of the distance will have more contribution to the final
distance, as there will be a bigger factor multiplying the single distance num-
ber, which in fact is representing a larger group of variables than the other
terms.

— The proposal represents a balance among the different components of the final
distance, since they are referred to a common interval. Dividing every term by
the maximum value they can present, the three components will have equal
influence on d?(i, i), since

1 1 1

¢max* Qmax* Smazx*

— The proposal is robust to the presence of outliers, because it is considering
truncated maximums. As outliers produce big distances with respect to the
other objects they will not be taken as reference points for the quotient, and the
other distances would not concentrate in a subinterval [0,cq], co <1, avoiding
even numerical instability.

Moreover, when outliers are not present, the truncated distances will be almost
of the same range as d%mar*, Ao mage> and d%,, ... respectively, and the real
working interval [0,cq], ¢o &~ 1 will not imply a major change.

This is a proposal that use to provide clearly interpretable classes, but other
possibilities can be considered as well. In (?) two other heuristic are proposed for
«a and 3, one considering the inertia of the variables, the other considering the
correlation between variables. In (?) the impact of the parameters for original
Gibert’s mixed metrics in final classes has been tested, including a comparison
with the Ralambondrayni’s proposals. On the one hand, it could be seen that
small changes in the parameters do not provide big changes in the final classes,
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since the different hierarchies are found when significant differences in the dis-
tances occur; and this requires big changes on the parameter values. On the
other hand, the Gibert’s proposal is the one that better recognized some data
structures like filiform classes. Also, in (?) the use of this proposal in cluster-
ing has been compared with the use of other compatibility measures, like the
Gower similarity coefficient (?) or the generalization of Minkowski metrics by
Ichino-Yaguchi (?). It has been seen that the Gibert’s mixed metrics using the
present proposal for the parameters provided more balanced and robust classes,
also easier to interpret. For this reason this proposal is the one used in this paper
to compute the extended Gibert’s metrics and the Superconcept-based distance
introduced later on.

4. Comparisons using semantic variables

In the previous section, a mixed metrics that combines 3 distances has been pro-
posed. In this section, the new component, the semantic distance, is addressed.
As said before, the computation of the semantic similarity /distance between con-
cepts has been a very active trend in computational linguistics. Proposals found
in the literature can be divided according to the techniques employed and the
knowledge exploited to perform the assessment:

— unsupervised approaches do not need external knowledge, because they com-
pute the similarity from the information distribution of terms in a given corpus,
using the degree of word co-occurrences (?); in particular, some approaches
use the entire Web as a corpus (7).

— other approaches interpret terms by using structured representations of knowl-
edge to compute the similarity, like pairwise constraints for object’s relation-
ships (?) or background classical Knowledge Bases (?) (?) (?) or ontologies

() (7)) (7).

It has been seen that the use of this additional background knowledge helps
to improve the semantic coherence of the results of data mining (?) (?). Using
ontologies instead of Knowledge Bases can be an advantage in some cases because
recently, rich domain ontologies about very different fields are becoming available
in Web repositories (i.e. Swoogle (?), OntoSelect (?)). Also, it may be easier to
the expert to express his background knowledge in form of ontology than to
explicitly formulate the relationships between variables by means of logic rules.
Thus, this research is focused in those cases where an additional ontology is
available, providing semantic information about some of the categorical variables
of the data matrix.

Formally, an ontology O is composed by a set of concepts of the domain or
classes C, which are taxonomically related by the transitive is-a relation H¢ €
C x C, called concept hierarchy or taxonomy. The ontology contains at least one
taxonomical relationship and can also include other non-tazonomic relationships
R* € C xCx String. A subsumer or superconcept of a given concept ¢ is another
concept placed in a higher level of the hierarchy and connected with ¢ by one or
several is-a relationships.
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4.1. Semantic similarity using ontologies

Taxonomical knowledge is the most common way of structuring domain knowl-
edge and the minimum level of representation that can be expected from an
ontology (?). A research of the structure of existing ontologies via the Swoogle
ontology search engine (?) has shown that domain ontologies usually model only
taxonomic relationships.

In the literature, a variety of methods can be found to exploit the subsump-
tion hierarchy (or taxonomy) of concepts for terms comparisons. They can be
divided in two main groups:

— methods exploiting the taxonomic structure of the ontology.

— methods that additionally introduce the information content (IC) by using the
probability of appearance of the compared terms in a domain related corpus.
They are based on the assumption that infrequent words are more informative
than more frequent ones (7).

The measures from second group heavily depend on the availability of a refer-
ence corpus, as well as on the effective use of terms in real speeches to guarantee
representativeness, which sometimes is difficult and works better in text mining
applications and related fields. That is why the approach of first group, based on
the exploitation of the ontology’s geometrical model, is considered for Gibert’s
mixed metrics generalization. Some proposals from the literature are presented
below. Most of them exploit the minimum path between a pair of concepts losing
a lot of valuable information. In addition, they do not guarantee the metric prop-
erties, which are relevant for hierarchical clustering purposes. Under the aims of
keeping metrical structure in the final proposal as well as taking into account
as much taxonomical information available as possible, a new way to compute
the distance between objects for semantic variables is proposed. The proposal is
implemented in a system called KLASS (?) for application.

Path Length: In an is-a hierarchy, the simplest way to measure the distance
between two concepts ¢; and c; is the shortest path length connecting these
concepts (the minimum number of links) (?). This in fact fits on the classical
definition of distance between nodes in a graph, from the mathematical point of
view.

simpr(ci, ¢;) = minimum number of edges separating c; and c; (8)

This measure, however, have sometimes difficult interpretation in the field of
computational linguistics and several variations have been developed.

Wu and Palmer: (?). They propose a path length measure based on the depth
of concepts in the hierarchy (9).

2% N,
=N LN (9)
Ni+ N; +2xN,

, where N; and N; are the number of is-a links from ¢; and ¢; to the LCS ¢
respectively — being LCS the Least Common Subsumer or the first common
ancestor in the ontology — and N, is the number of is-a links from ¢ to the root
p of the ontology. Wu and Palmer similarity is analogous to the Dice coefficient
considering the number of is-a links from ¢ to p as what is common between ¢;
and ¢;. It scores between 0 to 1(for maximally similar concepts).

SiMapgp(Ci, €5)
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Leacock and Chodorow: (?) proposed a measure that depends on the shortest
path between two concepts (in fact, the number of nodes N, from ¢; to ¢;) and
the depth D of the taxonomy in which they occur .

siMyge(ci, ¢j) = —log N, /2D (10)

Concept Match: In previous measures, if the pair of concepts inherits from
many is-a hierarchies, there exist many paths between a pair of concepts, but
only the shortest one is considered. In that sense, another interpretation of these
measures is possible, considering that the similarity is assessed from the minimum
number of shared superclasses of the pair of concepts under comparison. Having
this into account, Maedche and Zacharias (?) defined the Concept Match (CM)
measure based on the definition of the Upward Cotopy (UC) of a concept
¢;, restricted to the set of upper concepts of ¢; in a is-a hierarchy HC and itself,
denoted as UC(c;, HY).

Concept Match considers a proportion between the number of common UC
from the total of UC of both concepts.

_|UC(ei, HE)NUC(c;j, HO)| ()
~|UC(e;, HO)UUC(¢j, HO)|

stmen (¢, ¢5)

5. Superconcept-based Distance

Path length-based measures only consider the minimum path between a pair of
concepts, omitting the rest of the taxonomical knowledge available in the ontol-
ogy. For complex taxonomies with thousands of interrelated concepts by means
of multiple hierarchies, this kind of measures waste a great amount of relevant
information contained in the ontologies. Indeed, two concepts should be consid-
ered more similar as the number of hierarchies interrelating them increases. Thus,
it seems reasonable that a measure taking into account the whole taxonomical
hierarchy involving the evaluated concepts should provide more accurate simi-
larity assessments. A proposal on this line is presented based on the well-known
FEuclidean distance.

Let us consider the set of superconcepts (ancestors in the taxonomy) of a
concept ¢; in a given Hierarchy H¢ as all the concepts preceding ¢; in some of
the taxonomies of H®, including ¢; itself:

A(e;) = {¢j € Clej = ¢; V ¢ is ancestor or superconcept of ¢; € HY}

From an algebraic point of view, A(c;) can be represented by a binary vector
x; = (xi1 - .. Tin), being n the number of concepts of the ontology, and

0,if ¢ ¢ A(c;)
Tik = {
Lif ¢, € A(ey)

Having a vectorial representation of the concepts, the distance between two
concepts ¢;, ¢; can be defined as the Euclidean distance between the associated
vectors x;, x;:

dE(Ci,Cj) = d(l‘i,l‘j) =




Introducing semantic variables in mixed distance measures. Impact on hierarchical clusteringl3

In this case, this measure has a very clear interpretation. As the values in
the vectors can only be 0 or 1, the difference (z;; — xjx) can only be equal to
1 if and only if ¢ is a superconcept of ¢; and it is not a superconcept of c;
(or viceversa). Therefore, Y, _,. (z;; — x;)? is, in fact, equal to the number of
non-shared superconcepts between c; and c;.

Based on this interpretation, the distance can be rewritten in terms of the
set of superconcepts of ¢;, A, thus providing a more compact expression ,
which is more efficient for evaluation in the scope of the treated ontologies with
thousands of concepts, and which do not require the explicit construction of the
binary matrix associated to the ontology, too big and hard to manage in big
ontologies.

dg(ci,cj) = \J/card{A(c;) U A(c;)} — card{A(c;) N A(c;)} (12)

Note that the distance dp only considers the non-common information of
two concepts but does not evaluate the amount of common information. So, it
is not capable to distinguish between cases in which the number of common
superconcepts is small (corresponding to general terms from upper levels of the
ontology) from those cases in which the number of common superconcepts is
high (corresponding to more specific terms at lower levels).

In order to take into account the number of common superconcepts, dg is
normalized by the total number of superconcepts of ¢; and ¢;. The sum of com-
mon and non-common superconcepts is card{A(¢;) U A(c;)}. Consequently, the
Superconcept-based Distance is defined as:

Definition: Superconcept-based Distance (SCD)

dSCD(Ci7 cj) _ \/card{.A(ci)U.A(Cj)}7card{.A(ci)ﬂA(c]-)} (13)

card{A(c;)UA(c;)}

This definition introduce a desired penalization to those cases in which the
number of shared superconcepts is too small. So, we are able to compare concepts
on the basis of the ratio between the non-overlapping taxonomical knowledge
versus the total number of ancestors.

In section [7] the results obtained with dp distance and ds¢p are compared,
showing that considering both the amount of common and non-common infor-
mation between a pair of concepts givea a more accurate estimation of their
semantic similarity. Our proposal is able to overpass the performance of other
classical measures evaluated against a standard benchmark.

6. On metrical properties of measures for semantic
variables

In section [.1] different approaches to measure the semantic similarity have been
presented. In order to introduce those measures in a global compatibility measure
also considering numerical and categorical distances, first of all it is required to
transform them from a similarity into a dissimilarity by means of d = mazg;, —
sim, where maxg;, is the maximal value reached by sim, or d = 1/sim when
MaTsim is not finite (7).

In general, all those measures will simply be dissimilarities, and not distances,
so very often they will violate triangular inequality, due to the natural implicit
uncertainty of linguistic data, which is related with not accurate expressions in
natural language.



14 K.Gibert et al

In the field of computational linguistics this is not a handicap in general (?),
(?). So, metrical structure is not necessary per se for general purposes, and it
can make sense to consider dissimilarity coefficients for either dZ(i,i), dg (i, ')

and d%(i,i') in a general context.
However, for the particular use of d%a B (i,4) in hierarchical clustering with

Ward’s method, it seems convenient to keep both metrical structure as well
as quadratic form. Keeping the metrics structure guarantees the ultrametric
properties of the resulting dendrogram. Keeping the distance as a combination
of quadratic forms, the Huygens decomposition holds (?), what permits to use
Ward’s criterion, and it is directly related with interpretability of final results.
If d(a,p,4)(7,4") is a metric, d%aﬂﬁ)(i, i’) is both a metric and quadratic form and

Ward’s method can be used with it.

As dZ(i,i'), dj(i,7') and d3(i,i') hold metrical properties over the spaces
{Xp kel {Xg: ke Q} and {Xy, : k € S} respectively, then d%a’ﬁﬁ)(i,i’)
is a linear combination of metrical measures. In (?) it was already proved the
metrical structure of the original Gibert’s mixed metrics and d¢(i,4'), do(i,4")
provided that a =0 = (=0 & 3 =0= Q =0 . A natural extension of that
condition to semantic variables guarantees the metric structure of the extended
Gibert’s mixed metrics, provided that d%(i,4’) is also a metrics:

a=0=(=0&p=0=0=0&y=0=S8=10 (14)

This is not a very restrictive constraint. When one of these weights is 0 the
associated subdistance is not taken into account, and d(za 5. (i,7) then fails the

identity property, unless the corresponding type of variables is also eliminated
of the data matrix. The case («, 5,7) = (0,0,0) is excluded because d(zo,o,o)(i’ i')
is the constant function 0 which is nonsense in this context.

So, the metric structure of ds guarantees metrical structure of d%% 5p(0,7)

and good performance of clustering. Most of the proposals in the literature are
only similarity coefficients. Path Length (?) also holds the triangular inequality
and could be used to extend Gibert’s mixed metrics for clustering.

Our proposal based on an Euclidean distance between binary vectors rep-
resenting the hierarchical set of ancestors of the compared concepts (Eq. ,
keeps trivially all the properties of metrical structures, although it is expressed
by means of an equivalent expression using classical set theory (?).

In this sense, we presume that the use of the SCD distance in a clustering
context will perform better compared with other proposals because it considers
more information of the ontology and it keeps metrical structure. This is analyzed
in the next section.

7. On semantic comparisons’ performance: Benchmark
results

In this section, the behavior of the semantic measures presented above in front
of a common data set is analyzed. There are some benchmarks available in the
literature especially designed to evaluate the performance of semantic similarity
coefficients, and used as standard in the field of computational linguistics. The
most common way of evaluating similarity measures in semantic fields is by using
a set of word pairs whose similarity has been assessed by a group of human
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experts and computing their correlation with the results of the computerized
measures.

Two cases are presented, one for general purpose terms using Wordnet as
reference ontology, another a test regarding a specialized field, biomedicine, with
a specialized ontology SNOMED-CT.

In both cases, the conclusion is that SCD measure is able to extract a robust
semantic evidence from both general purpose ontologies like WordNet, or highly
complex ontologies in specialized fields like biomedicine; the shared and non-
shared superconcepts of the compared terms provide a more accurate estimation
of the semantic distance than simple path lengths on the reference ontologies.

7.1. General purpose benchmark

Rubenstein and Goodenough (?) defined the first experiment in 1965 in which
a group of 51 students, all native English speakers, assessed the similarity of 65
word pairs selected from ordinary English nouns, on a scale from 0 (semantically
unrelated) to 4 (highly synonymous). Miller and Charles (?) re-created the exper-
iment in 1991 by taking a subset of 30 noun pairs whose similarity was reassessed
by 38 undergraduate students (Table[l]). The correlation obtained with respect to
Rubenstein and Goodenough’s experiment was 0.97. Resnik (?) replicated again
the same experiment in 1995, in this case, using 28 noun pairs and requesting two
groups of human experts: 10 computer science graduate students and post-doc
researchers. The correlation with respect to Miller and Charles results was 0.96.
The average correlation over the graduate students and post-doc researchers was
0.884. This value is considered the upper bound to what one could expect from a
machine computation on the same task (?). Thus, the performance of a semantic
similarity measure is evaluated by means of the correlation with respect to the
human judgments.

In this work, the ontology used is Wordnet (3.0), which contains words
(nouns, verbs, adjectives and adverbs) of the English language. Dissimilarities
were transformed into similarities by means of sim = maxy — d ( mazx, being
the maximal value of d), or sim = 1/d when maz, is not finite (?).

Table[T]displays the similarity assigned to every pair of words by the measures
presented in section The first column shows the human ratings with a base-
line correlation of 0,884, then Path Length, Wu and Palmer (WP), Leacock and
Chodorow (LC), Concept Match (CM) similarities and dg (Eq. and the
Superconcept-based Distance (Eq. [L3]), conveniently transformed to similarities
for comparison with Resnik reference results.

It can be seen that Leacock and Chodorow and Wu and Palmer measures
clearly outperform Path Length measure. The reason is that these measures
explicitly take into account more information of the taxonomy than the depth
of the ontology, considering the depth of the LCS (Leacock and Chodorow’s
proposal) and the relative depth between compared concepts and the LCS (Wu
and Palmer). Wu and Palmer shows a correlation of 0.804 and Leacock and
Chodorow of 0.829, very close to the upper bound (0.884) to what one could
expect from a machine computation. Thus, they can be considered as an effective
unsupervised way to assess concept’s similarity.

A second group of measures consider more complete information from the
ontology: the whole set of ancestors of the compared concepts. This is the case
of Concept Match, SCD and its predecessor dg. It can be seen that taking into
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account the whole subsumer’s hierarchy, also outperform the Path Length mea-
sure. The Concept Match measure give a correlation of 0.802, very close to the
Wu and Palmer results. Notice that dg achieves a correlation of 0.814. More-
over, the SCD (a normalized dg) provides some improvement to the similarity
assessment (from 0.814 to 0.839). Although the difference is not very large, the
Superconcept-based distance, proposed in this paper, provides the highest correla-
tion regarding expert’s judgments (0.839). The results show that SCD performs
slightly better also in those data sets. To confirm these results, a second analysis
in a specialized domain has been performed.

7.2. Biomedical benchmark

For the biomedical domain, Pedersen et al. (?), in collaboration with Mayo Clinic
experts, created a set of 30 word pairs referring to medical disorders. Their
similarity was assessed in a scale from 1 to 4 by a set of 9 medical coders who knew
the notion of semantic similarity and a group of 3 physicians who were experts
in the area of rheumatology. For each pair of terms, the averaged scores for
each group of experts is presented in Table [2l The correlation between physician
judgements was 0.68 and between the medical coders was 0.78.

We used these data to evaluate the semantic measures presented in this paper,
using SNOMED-CT as the domain ontology. The term pair ”chronic obstructive
pulmonary disease” - "lung infiltrates” was excluded from the test, as the later
term was not found in the SNOMED-CT terminology.

As some of the measures involved in the test compute similarity (Wu and
Palmer, Leacock and Chodorow and Concept-match) and others evaluate dis-
similarity (Path Length and Superconcept-based distance), for a consistent com-
parison, all the results have been converted into similarity values. So, sim(c;) =
maxq — d(c;), where maz, is the maximal value that can be obtained by the
measure d (?). In this case, mazy corresponds to 2*maximum depth of any
taxonomical branch in SNOMED-CT. Note that this conversion does not affect
the result of the evaluation, since a linear transformation of the values will not
change the magnitude of the resulting correlation coefficient.

The correlations between the results of the different compared measures with
respect to the human expert scores (including physicians, coders and the aver-
aged scores of both) are presented in Table

The correlation between human experts (0.68 for physicians and 0.78 for
coders) represent an upper bound for a computerized approach. Taking this into
account, it can be seen that Path Length-based measures offer a limited perfor-
mance with correlations smaller than 0.45 and 0.59 respectively. Poor results are
obtained when estimating semantic similarity from the minimum inter-concept
path in complex domain ontologies, such as SNOMED-CT, where multiple paths
between concepts from several overlapping taxonomies are available.

On the other hand, similarities computed with measures using much more
ontological knowledge (the whole subsumer’s hierarchy) correlate much better
than Path Length-based ones. The improvement is of almost a 20% (0.33 of Path
Length vs 0.56 of Concept Match) with respect to the upper bound. Furthermore,
the SCD measure has the best performance compared against the others and it
is quite close to the correlation between human manual evaluation: 0.589 vs 0.68
in the case of physicians and 0.744 vs 0.78 with respect to medical coders.

Even using a wide ontology like SNOMED-CT, classical approaches based on
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Table 1. Comparative using Resnik experiment.

Comparative
‘Word pair Human Path WP LC CM dp SCD
ratings Length

automobile car 3.9 32 1.0 5.0 1.0 5.657 1.0

jewel gem 3.5 32 1.0 5.0 1.0 5.657 1.0

voyage journey 3.5 31 0.947 4.0 0.910 4.657 0.698
lad boy 3.5 31 0.910 4.0 0.910 4.657 0.698
shore coast 3.5 31 0.889 4.0 0.833 4.657 0.592
madhouse asylum 3.6 31 0.947 4.0 0.910 4.657 0.698
wizard magician 3.5 32 1.0 5.0 1.0 5.657 1.0

noon midday 3.6 32 1.0 5.0 1.0 5.657 1.0

stove furnace 2.6 23 0.471 1.678 0.357 2.657 0.198
fruit food 2.1 23 0.308 1.678 0.25 2.657 0.134
cock bird 2.2 31 0.947 4.0 0.910 4.657 0.698
crane bird 2.1 29 0.857 3.0 0.769 3.924 0.520
implement tool 3.4 31 0.714 4.0 0.875 3.657 0.646
monk brother 2.4 31 0.6 4.0 0.917 4.657 0.711
implement crane 0.3 28 0 2.678 0.6 3.657 0.367
brother lad 1.2 28 0.461 2.678 0.667 3.657 0.423
car journey 0.7 15 0.118 0.83 0.063 1.414 0.030
oracle monk 0.8 25 0.461 2.0 0.533 3.011 0.317
rooster food 1.1 17 0.118 1.1 0.118 1.784 0.061
hill coast 0.7 28 0.6 2.678 0.5 3.657  0.293
graveyard forest 0.6 24 0.444 1.83 0.2 2.193 0.105
slave monk 0.7 28 0.6 2.678 0.667 3.657 0.423
forest coast 0.6 27 0.444 2415 0.231 2.657 0.134
wizard lad 0.7 28 0.6 2.678 0.667 3.657  0.423
smile chord 0.1 22 0.286  1.54 0.231 2.340 0.123
magician glass 0.1 25 0.4 2.0 0.286 2.494 0.156
string noon 0.0 21 0.154 1415 0.154 2.340 0.080
voyage rooster 0.0 9 0.0 0.415 0.042 0.861 0.021

Correlation 0.884 0.670 0.804 0.829 0.802 0.814 0.839
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Table 2. Set of 30 medical term pairs with associated averaged expert’s similarity
scores (extracted from Pedersen et al.)

Term 1 Term 2 Phys Coder
Renal failure Kidney failure 4.0 4.0
Heart Myocardium 3.3 3.0
Stroke Infarct 3.0 2.8
Abortion Miscarriage 3.0 3.3
Delusion Schizophrenia 3.0 2.2
Congestive heart failure Pulmonary edema 3.0 1.4
Metastasis Adenocarcinoma 2.7 1.8
Calcification Stenosis 2.7 2.0
Diarrhea Stomach cramps 2.3 1.3
Mitral stenosis Atrial fibrillation 2.3 1.3
Chronic obstructive pulmonary disease = Lung infiltrates 2.3 1.9
Rheumatoid arthritis Lupus 2.0 1.1
Brain tumor Intracranial hemorrhage 2.0 1.3
Carpal tunnel syndrome Osteoarthritis 2.0 1.1
Diabetes mellitus Hypertension 2.0 1.0
Acne Syringe 2.0 1.0
Antibiotic Allergy 1.7 1.2
Cortisone Total knee replacement 1.7 1.0
Pulmonary embolus Myocardial infarction 1.7 1.2
Pulmonary fibrosis Lung cancer 1.7 1.4
Cholangiocarcinoma Colonoscopy 1.3 1.0
Lymphoid hyperplasia Laryngeal cancer 1.3 1.0
Multiple sclerosis Psychosis 1.0 1.0
Appendicitis Osteoporosis 1.0 1.0
Rectal polyp Aorta 1.0 1.0
Xerostomia Alcoholic cirrhosis 1.0 1.0
Peptic ulcer disease Myopia 1.0 1.0
Depression Cellulitis 1.0 1.0
Varicose vein Entire knee meniscus 1.0 1.0
Hyperlipidemia Metastasis 1.0 1.0

Table 3. Correlations obtained for each measure against Physicians, Coders and

both
Measure Physician Coder Both
Path Length 0.33 0.395 0.386
‘Wu and Palmer 0.293 0.364 0.353
Leacock and Chodorow 0.453 0.585 0.548
CM 0.56 0.685 0.656
SCD 0.589 0.744 0.7

Path Length have shown a poor performance. Due to the inherent complexity of
taxonomical links modeled in that ontology, with relationships of multiple inher-
itance between concepts, the computation of the minimum path between a pair
of concepts only represents a partial view of the modeled knowledge. Taking into
account the ration between shared and non shares superconcepts as well as the
multiple inheritance, as SCD does, helps to better evaluate similarities between
semantic terms, and the results provided by SCD are those closer to human
judgements. Provided that SCD (ds) seems to adequately evaluate word’s simi-
larity, we propose to use it in clustering processes, for its previously mentioned
metrical properties.
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8. On the impact of including semantic variables in
clustering

In this section, our proposal is used for clustering in two real applications in
order to show the significant improvements achieved when semantic variables
and reference ontologies are included in the data analysis.

The two case studies refer to the Tourist field. In fact, the recreational and
tourist activities have a growing importance in relation to economic development
(?). For that reason getting any kind of knowledge about the characteristics of
the visitors of different tourist destinations is of great importance for planning,
improving facilities and increasing the economic potential of an area.

In the particular field of Tourism, which will be studied in this section,
the World Tourism Organization (UNWTO) has developed the Thesaurus on
Tourism and Leisure Activities; however that is not available in the ontological
languages, so it is not machine readable. Up to now, the ontology-based systems
developed in this field rely on specific-purpose ontologies, designed and built
ad-hoc for each particular system. For instance in (?) an ontology is defined for
covering concepts about what activities one can do, when and where are they
developed. In (?) the mobility of tourists in a recreational area is studied with
the support of a Tourist Mobility Behavior ontology. Other ontologies include a
larger taxonomy of types of activities (?) (?) (?), including information about
opening times or admission fees such as in (7). Modular ontologies facilitate
the integration of the portions of different ontologies that are relevant for some
specific application (?) (?).

In other cases, the ontology is tailored to the characteristics of a particular
territory, such as the Jeju travel ontology focused on the Jeju volcanic island
in Korea (?), or the ontology developed for the typical activities in the Catalan
Mediterranean area (7).

However, none of those ontologies include concepts related to the motivations
of the visitors, which is the content of the second case study. Only the e-Tourism
ontology defined in (?) includes a small set of terms related to this issue. Unfor-
tunately, they do not cover the large diversity of terms we have in the variables
of our target dataset. That’s the reason why we decided to work with a general-
purpose ontology: WordNet. The fact of using an standard ontology guarantees
that personal biasses are not propagated to the results, allowing a more neutral
analysis of the improvement of introducing the semantic component.

The methods proposed in the previous sections have been implemented and
integrated in the software KLASS (7). The hierarchical clustering is performed
using the SCD distance with the values for a, § and 7 proposed in section (3.2

8.1. Tourist destinations case

The first case study refers to the identification of typical touristy city desti-
nations. A data matrix with 23 cities from all over the world was considered.
Each city is represented by a vector of 9 variables extracted from Wikipedia:
i) population (numerical); ) land area (numerical); 44) continent (categorical);
iv) city ranking, categorical (country capital, state capital, city or village); v)
country (France, Italy, Usa, Canada, Venezuela, Cuba, Spain, France, Andorra,
Switzerland, Portugal, Australia); vi) language (French, Italian, English, Span-
ish, Catalan, German, Portuguese); vii) geographical situation (valley, plain, is-
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land, coast, island, mountain range, mountain, lake, archipelago); viii) major city
interest (cathedral, basilica, business, shopping center, government structure, of-
fice building, basilica, monument, historical site, church, mosque, recreational
structure, ski resort, tourism, viewpoint, theater); iz) and major geographical
interest (river, coast, bay, lake, mountain, beach, volcano, cliff, crater, ocean).

A hierarchical clustering based on the Ward criterion and the generalized
Gibert’s mixed metrics using SCD has been used in this study. Hierarchical clus-
tering is appropriated, in this case, because the number of classes can be decided
a posteriori. The cities have been clustered under two different approaches:

1. ignoring the semantic contribution of semantic variables and treating them as
simple categorical variables, and

2. using a reference ontology for better treatment of semantic variables.
8.1.1. Clustering without semantic information

In this case, semantic variables are treated as categorical, that is, their semantics
is not considered and the original Gibert’s mixed metrics (which uses Chi-squared
distance for categorical variables) is applied. Fig. 1| (left) shows the dendrogramm
resulting from clustering (a binary hierarchical tree showing the sequence of
aggregations performed by the algorithm; objects are placed in the bottom of the
tree, classes are the internal nodes of the tree and increasing height of classes is
related with the decreasing internal homogeneity). Apart from a trivial cut in two
classes, which is not informative enough, the dendrogram seems to recommend
a cut in 8 classes, which results in tree singletons (Interlaken, Montreal and
Sydney), 3 classes of two cities C10={Havana, Caracas}, Cl4={PontaDelgada,
Funchal}, C7={LosAngeles, NewYork} and the rest of cities divided in two bigger
groups of 7 cities, one of them (C13) containing all the Spanish cities considered
in the study. Class Panel graph was used for interpretation (7).

Fig. [2[ (up) shows the Class Panel Graph for this partition (conditional distri-
butions of variables versus the classes are placed side-by-side in a panel providing
global perspective of class specificities). With this information, the following de-
scriptions of the clusters are inferred:

— Interlaken is the only city near a lake with a sky resort and German-speaking.

— Montreal is the state capital of Quebec in Canada (North America), it is placed in an island
and is interesting for its relative proximity to big lakes. The speaking language is French.
In addition, it concentrates much office buildings, according to be the second largest city in
Canada.

— Sidney is the largest city in Australia with more than 4 millions population. It is the state
capital of New South Wales. It is situated near the coast and it is English-speaking. It has
5 theaters and the Sydney’s Opera House.

— Classl4 is composed by state (autonomous region) capitals from Portugal, they are located
in islands or archipielagos. The spoken language is Portuguese. Their main interests are the
historical site and craters in Ponta Delgada, and the viewpoints and cliffs in Funchal.

— Class10 is composed by country capitals of South America Spanish speaking.

— Class7 is composed by state capitals in USA. They are located either in islands or near the
coast. However, one of their interest are their bays. New York City is the leading center
of banking, finance and communication in USA, and Los Angeles, in addition, have some
well-known shopping areas.

— Classl3 is composed by 7 Spanish cities of different sizes. The spoken language is Catalan
or Spanish. They have a wide diversity of interests.

— Class12 is the most heterogeneous one. It contains 7 either country capitals or villages from
different countries and continents, with a wide diversity of cultural or geographical interests.
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Fig. 1. left): Dendrogram without ontologies; right): Dendrogram using ontolo-
gies.

It seems that country and language directed the grouping and monuments, ge-
ography or situation have not influenced very much the partition. Consequently,
the final grouping is not taking into account that cities in the coast might have
more in common that those for skying, for example.

For better comparison with the results obtained when considering the on-
tological information, a cut in 4 classes has been also analyzed (see Fig. . In
this case, classes contain cities very heterogeneous among them. As usual in real
complex domains, there is a very big class of 15 cities quite heterogeneous which
seems to share all type of cities. After that, classes of two or three cities appear
and it is difficult to understand the underlying criteria for such a division (for
example, Montreal is added to the class of Ponta Delgada and Funchal, which
seems to make no sense at all).

8.1.2. Clustering with semantic information

In this case, 4 variables were treated as semantic using the WordNet ontol-
ogy in the similarity assessment: country, language, geographical situation and
major interest. Continent and city ranking are treated as categorical. Hierarchi-
cal clustering with Ward’s criterion and the generalized Gibert’s mixed metrics
using SCD was used, since it is the one that showed better performance in the
experiments presented in previous section. Fig. [1| (right) shows the resulting den-
drogram, quite different from Fig. |1| (left) and producing groups more balanced
in size.

papm—~0dpa+ 0
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The structure of the tree was studied and the Calinski-Harabatz index op-
timized to find the most suitable number of classes. A 5-classes cut is selected.
In this case, the interpretation of clusters, made from the class panel graph (see
figure , looks more coherent:

— Class10 has country capitals from Latin cultures (Cuba, Venezuela, Italy) speaking Romance
languages with religious architecture as main interest.

— Class0 contains country capitals from Atlantic cultures (France and USA) located in valleys
near a river.

— Classlb corresponds to big cities. All of them are state capitals of North America or Aus-
tralia, located in islands or near the coast. The main interests are business or shopping
(Theatre for Sydney), and the spoken language is English (French in Montreal) such as New
York or Los Angeles.

— Classl4 contains European small cities, all of them located near big mountains. The main
interests are ski and recreational infrastructures.

— Class18 contains Iberian cities (Spain and Portugal). Most of them small cities in the coast
or islands, which can have volcanoes or craters (Funchal and Ponta Delgada), except Madrid
and Cordoba, in plain, and Lleida in valley. Their main interests are religious monuments
or other historical sites. All cities speaks romance language and many are placed near the
sea.
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Table 4. Cross experiments.

Categ \ Onto CO0 C10 C15 C18 Cl14 Total

C12 2 1 0 0 4 7
c7 0 0 2 0 0 2
Montreal 0 0 1 0 0 1
C10 0 2 0 0 0 2
C13 0 0 0 7 0 7
Interlaken 0 0 0 0 1 1
C14 0 0 0 2 0 2
Sydney 0 0 1 0 0 1
useful 2 3 4 9 5 23

Fig. 3. Geographical distribution of clusters using ontologies. Class0 is repre-
sented by a square, Class10 is represented by a cross, Class18 by a circle, Class1b
by a star, and Class14 by a triangle.

Here, the meaning of the classes is clearer and more compact, and the underly-
ing clustering criteria is a combination of several factors, as location, geography
and main interests, which responds better to a multivariate treatment of the
cities. Table [] crosses the results of both partitions considering or not semantic
information. This table shows that some countries moved to a more appropriate
cluster when considering semantics, like Washington, which moved from Class16
(European cities) to a cluster with country and state capitals most of them in
North America. Figure [3] shows the geographical distribution of clusters.

8.2. The Delta Ebre Natural Park case

In this section a second real application with a bigger data set is presented.

Natural parks have increased their importance as a tourism destination in
the recent decades. In 2004, the Observatori de la Fundacié d’Estudis Turistics
Costa Daurada conducted a study of the visitors of the Ebre Delta Natural Park
(Spain), with the funding of the Spanish Research Agency. The Ebre Delta is
one of the largest wetlands areas in the Western Mediterranean; it is considered
a Bird Special Protection Area and receives many tourists each year (about
300.000).

8.2.1. The Dataset of Park Visitors

The data was obtained with a questionnaire made to 975 visitors to Ebre Delta
Natural Park between July and September 2004. A questionnaire was designed
in order to determine the main characteristics of the tourism demand and the
recreational uses of this natural area. It consisted of 17 closed-ended nominal
questions, 5 numerical questions and 2 questions that evaluate the satisfaction
of the visitor with a fixed numerical preference scale (Likert-type). The questions
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Table 5. Frequencies of the reported values of features first and second reason.
1rst rsn 2nd rsn 1rst rsn 2nd rsn

Linguistic Value Freq %  Freq % Linguistic Value Freq %  Freq %

Nature 339 174 211 11,4 Loyalty 8 04 12 0,6
Relaxation 146 7,5 222 11,4 Business 6 0,3 1 0,1
Beach 125 6,4 45 2,3 Education 5 03 3 0,2
Wildlife 61 3,1 88 4,5 Familiar tourism 5 0,3 5 0,3
Landscape 49 2,5 31 1,6 Walking 5 0,3 3 0,2
Culture 46 2.4 39 2,0 By chance 4 0,2 1 0,1
Second residence 45 2,3 9 0,5 Fishing 3 0,2 2 0,1
Visit 40 2,1 20 1,0 Photography 2 0,1 1 0,1
Sightseeing 20 1,0 6 0,3 Recommendation 2 01 3 0,2
Holidays 19 1,0 6 0,3 Before disappearance 1 0,1 2 0,1
Sports 13 0,7 19 1,0 Bicycling 1 0,1 2 0,1
Tranquillity 10 0,5 13 0,7 Clime 1 0,1 2 0,1
Others 10 0,5 6 0,3 Ecotourism - Birds 0 0,0 2 0,1
Gastronomy 9 0,5 3 0,2 Missing value 0 0,0 218 11,2

are about demographic and socio-economical aspects of the visitor (f.i. origin,
age, sex or level of studies), aspects of the trip organization (f.i. previous infor-
mation, material), characteristics of the visit (f.i. means of transport or activities
done in the park) and, finally, the interests and satisfaction degrees on different
features of the park. From this set of variables, two groups of interest have been
defined (?): 4 variables that define the tourist profile (origin, age group, accom-
panying persons and social class) and 6 that model the trip profile (previous
planning, reasons for trip, accommodation, length of stay and loyalty). We per-
formed a proper descriptive analysis for data cleaning. Table [5| shows the values
frequencies of features reporting the first and second reasons to come to Ebre
Delta.

In (?), techniques of dimensionality reduction were used to find visitor’s pro-
files, in order to improve the management of the area according to a better
knowledge of the kind of people that visits the park and their main interests. In
particular, a multivariate homogeneity analysis was carried out. Two dimensions
were selected for the analysis, keeping a 30% and 26% of variance respectively. In
the interpretation phase, it was seen that Dimension 1 can discriminate among
the variables relating to type of accommodation, length of stay and reason for
the trip. It shows the degree of involvement of the tourist with the nature. The
second dimension is determined by the type of group and by age and shows the
degree of involvement with the services, such as accommodation. It is important
to note that the reasons for visiting the park play a role in both dimensions,
being, at the end, the major factor used to distinguish the two main big groups
of tourists. From that, five clusters (Table @ of visitors were identified, from
which the two first groups include a total of 83.9 % of the individuals. In (?)
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Table 6. Typology of visitors to Ebre Delta Natural Park presented in (Clave et
al 2007)

Class %  Description

Ecotourism 44,6  Main interests: nature, observation of wildlife, culture
and sports. Stay mainly in rural establishments and
campgrounds. They are youths (25-24) coming from
Catalonia and the Basque Country. First time.

Beach Tourism 39,3 Main interests: beach, relaxation, walk, family
tourism. Family tourism, staying in rental apartments
or second home. They come from Spain and overseas.
Middle-class people with ages between 35-64. More
loyalty (long and frequent visits).

Residents 11,0  Visitors from Aragon and Tarragona. Some of them
have a second home, or friends and family living there.
Nature is just an added value.

Youths 3,6 Mainly from Valencia, with ages between 15 and 24.
They come with friends and quite frequently.

Educational Professional 1,5 Professional and educational interests. Mainly school
groups.

it was concluded that the rest of groups were really small and targeted to a
very reduced group of visitors. For this reason, only the two main groups, cor-
responding to EcoTourism and BeachTourism, were characterized and discussed
and Chi-square independence test was performed to show the significant differ-
ence between those two profiles regarding different variables.

8.3. Clustering Park visitors without extra ontological
knowledge

In this section, tourist profiles of visitors to the Ebre Delta is found by means
of clustering based on the well-known Ward’s criterion. In order to be able to
compare our study with the previous one, we have taken into consideration the
same subset of attributes, formed by 4 variables that define the tourist profile
(origin, age group, accompanying persons and social class) and 6 that model
the trip profile (previous planning, first reason to come, second reason to come,
accommodation, length of stay and loyalty). Since the previous study did not
make use of intelligent data analysis, we first have performed the clustering using
traditional treatment of categorical features. The classic mixed Gibert’s metric
(?) has been used as compatibility measure for the clustering. In this experiment,
age group, length of stage and loyalty are taken as numerical features, while
origin, accompanying persons, social class, previous planning, accommodation,
and reason 1 and 2 for the trip are taken as categorical. The dendrogram for
this experiment with 8 classes is shown in Fig. [d] In this case, as usual in real
complex domains, there is a very big class quite heterogeneous which seems to
share all type of visitors (Table . Neither the second reason nor the social
class discriminates at all among the classes. The main problem here is that class
964 concentrates 817 visitors, which represents the 83.8% of the total sample
size and is quite heterogeneous. Thus, although some differences can be seen in
other profiles, these are just referring marginal groups of the population and the
information provided by this clustering is not very useful. This is a common effect
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Fig. 4. Dendogram with categorical features (8 classes)

of clustering when many variables are used. Our hypothesis is that this effect
could be minimized by introducing the semantics of the terms in the clustering
process.

8.4. Introducing semantic information into the clustering

The semantic clustering has been applied by considering all textual variables
(origin, accompanying persons, social class, previous planning, accommodation,
first reason to come, and second reason) as semantic variables and using the
metrics proposed before. The well known WordNet (?) ontology is exploited in
order to estimate the semantic similarity.

From the results of this experiment, a cut in 8 classes is recommended for
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Table 7. Typology of visitors to the Ebre Delta Natural Park with categorical
features.

Class ne  Description

C864 1  Single outlier visitor

C963 20 Long stage, between 35-early 40s years, 52% stays at second
home, 75% are Catalan people, it is not clear the first reason
to come (some of them come for walking).

C966 72  Long stage, between 35-early 40s, 68% is at home, half Span-
ish, half Catalan, have a second residence near the park

C965 37 Long stage, higher fidelity, around 46 years, 65% home, 78%
Catalan, their main interest is gastronomy

C921 4  Long stage, more fidelity, between 35-early 40s, 50% goes to
the hotel, an important part makes reservation, part of the
foreigners concentrated in this group 25% of the class are
foreigners, they come for recommendation of other people,
50% Catalan, main interests: relaxation or landscape

C936 16  Shorter stage, between 35-early 40s, almost 60 % home, 80%
Catalan, main interests: nature or business

C918 8  Youngs, under 30s, 50% stay in camping, 75% makes reser-
vation, 50% Spanish, education tends to be first reason

C964 817  Shorter stage, occasional visit, between 35-early 40ss, mainly
hotel, 63% Catalan, main reasons: nature, landscape and
sightseeing

its interpretability. The dendrogram for this experiment is shown in Figure
This time, classes are more equilibrated that in the previous experiment (table
see table . With this semantic clustering we obtain the richest typology of
visitors. Here, different targets of visitors are clearly identified, from the group
of older people that comes only for the beach and makes long stays, to the
group of young people from the neighborhood that visits the Ebre Delta Natural
Park for its natural interest. Moreover, the clusters provide differences in these
groups, mainly based on their origin, differentiating between foreigners, national
and regional visitors, and also based on the preparation of the trip (visitors who
have a reservation from visitors that have not). Finally, we discover a group that
uses camping as staying form, which determines that this kind of visitors has a
specific behavior with respect to the Park.

8.5. Comparison of the three data analysis

The data analysis made on the visitors to the Ebre Delta National Park in
(?) was a pure statistical multivariate approach, consisting in projecting the
data in a new artificial space of factorial components which preserves as much
information of the complete data set as possible. The success in the results when
using these techniques depends, in general, on the experience of the data analyst,
who must be able to find proper interpretation of the selected dimensions. In
this case, an interpretation for the first two dimensions was found and used to
define the profiles. On the other hand, for this particular application, the data
analysis technique used provided a rather unbalanced partition with two very
big groups and some very small ones. Experts considered these two big groups,
disregarding some interesting information contained in the other ones. However,
the total variance represented by the two first dimensions considered is 56%,
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Fig. 5. Dendrogram with semantic features (8 classes)

which means that 44% of the information contained in the data set is missed. This
is a rather good result when qualitative variables are used with this technique
in real applications. However, the disregarded information is so important that
can seriously affect the correspondence with reality. Since most of the variables
were categorical, the standard techniques used, worked as usual under a pure
syntactic approach, where simple binary comparisons between modalities were
performed, only distinguishing equal or different responses to each question of
the survey, so leading to a very poor estimation of the real similarity between
different responses.

Our proposal is using clustering techniques to find the tourist profiles. In
particular, unsupervised clustering algorithms are adequate to study the rela-
tionships among objects and to define a grouping with high intra-cluster homo-
geneity and high inter-cluster distinguishability, allowing a qualitative analysis
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Table 8. Typology of visitors to the Ebre Delta Natural Park with semantic
features.

Class ne  Description

C947 110 The 81% comes for nature, but also for relax (35%), they use
mainly hotels and rural establishments (79%), they have a reser-
vation (95%)

C966 194  They come for relax (36%), visit the family (14.4%), but the sec-
ond reason is mainly nature (35%), they have no hotel, they stay
at home or at a family house (68,5%), and they have no reserva-
tion (99%), this is a group of young people leaving in the area,
which repeat the visits more than others.

C968 203  Short stage, around 2 days, they clearly come for nature reasons
(91.6%) and second for relax and wildlife (43.6%), they are in
hotels or apartments (44.6 %) although they have not reservation,
mainly Catalan and Spanish

C955 88  The first reason for coming is heterogeneous (nature, relaxation,
beach, landscapes), the second is nature, they stay in a camping
(90%), the half have a reservation, mainly Catalan and Spanish
but also concentrates a big proportion of foreigners

C944 124 Relax and beach (46%) are the first reasons for coming and sec-
ond is nature (40%), they stay at hotels, cottages(72%), and have
reservation (88%). This is a group of slightly older people pro-
gramming the stay in hotel or apartment, looking for relax or
beach

C964 88  Wildlife and the landscape are the first reasons for coming (67%),
but also for culture (19.5%) and the second reason is nature, they
are mainly in hotel (54%). They are mainly Catalan or Spanish.

C957 84  Stay longer, slightly older that the rest, nature (38%) and beach
(16%) are the main interest and second main interest is wildlife,
most of them are foreigners with a second home, or that stay in
an apartment.

C961 84  They all come for beach, their secondary interests are equally
relaxation and nature, they live near the park and their visit is
improvised, the stage is longer.

of the structural relationships between the concepts expressed by data. The anal-
ysis is performed directly on the original variables space, guaranteeing the direct
interpretability of the results. However, when they are applied in categorical
variables, the same restrictions mentioned before appear, making difficult the
establishment of differences between the objects. This can be seen in the results
obtained with the partition of the data using a classical approach with only nu-
merical and categorical features. The clustering generates a big class (with 83.8%
of the tourists) and other 7 small classes. These results do not determine a ty-
pology of tourists with class-specificities allowing the park managers to improve
recreational uses planning. Therefore, although the interpretation of the small
classes is possible (see Table , from the manager point of view, this partition
is useless because the majority of visitors belongs to the same profile.

Results are much better in the semantic-based approach proposed in this pa-
per, where the clustering method is able to compare the values of the features
in terms of their semantics, relating them to concepts in a given ontology. As
it has been described in section the partition obtained with this semantic-
based clustering generates 8 clusters of more homogeneous dimension. This is an
important fact, since now we can identify typologies of visitors that represent
a significant proportion of the total number of visitors. From the dendrogram
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in Figure |5} it can also be seen that we have obtained clusters with high cohe-
sion, which means that the distances between the members of the cluster are
quite small in comparison with their distances with objects outside the cluster.
Moreover, if the level of partition is increased, then the cohesion of the clusters
decreases quickly, which also indicates that the clusters are well defined.

This clustering is coherent with the grouping made by (?) using multivariate
analysis, because the variables about the reasons for visiting the park have a great
influence in the formation of the groups. Interests on nature, beach and relax
are present in different classes. However, thanks to the semantic interpretation
of the concrete textual values provided by the respondents, we have been able
to identify that visitors interested in nature are similar to those interested in
wildlife. The system has been also able to identify the similarity between hotels
and cottages and between second homes and familiar houses. This proofs that
the estimation of the relative similarities among objects in terms of the meaning
of the terms improves the final grouping. In this way, the two types of visitors
identified in statistical analysis as Ecotourism and Beach Tourism (mainly guided
by the variable First Reason to visit the park) have now been refined as follows:

— Ecotourism: visitors that stay in hotels and apartments for relax (C938), visi-
tors with familiars or a second residence (C966), Catalan and Spanish visitors
interested in wildlife (C965) and tourists interested in culture (C956).

— Beach tourism: older people staying in hotels or apartments looking for relax
and people that live near the park and go to the beach quite frequently.
Notice that this is a more rich classification that establishes clear profiles
of visitors with different needs. This is according with the hypothesis of the
experts that suggested that the park attracts highly different types of visitors.
After this study, the manager may study different actions according to the
different types of demand.

9. Discussion and Conclusions

The exploitation of data from a semantic point of view establishes a new setting
for data mining methods, particularly in contexts where heterogeneous variables
appear. This paper reports the possibility of improving the comparison between
pairs of objects by using reference ontologies, when available. This permits to
take into account the semantics associated to categorical values. For those cases
in which the ontology is not available, or not reliable, the original Gibert’s mixed
metrics can be used, distinguishing only between qualitative and quantitative
variables. Thus, our proposal is currently oriented to those particular domains
in which background well established ontologies are available. Specific domain on-
tologies developed by international committees, currently accepted as standards
in some fields, can be a good knowledge source. This is the case of SNOMED-CT
for biomedicine, the YAGO ontology that covers entities, persons and organiza-
tions, FOAF (Friend of a Friend) ontology describing relations between people,
among others, as mentioned in section ( However in the field of Tourism (con-
sidered in this paper), there is not an ontology yet sufficiently large to cover the
domain nor sufficiently consensued to be accepted as an stardard ( In this
context, the introduction of general purpose ontologies, like Wordnet, overcomes
the blind syntactic approach of original Gibert’s mixed metrics.

Obviously, the improvement on the results is directly related with the quality
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of the reference ontology itself, in the same way as the quality of the analysis
results is directly related with the quality of data (this makes the preprocessing
step crucial for the whole knowledge discovery process). The selection of the
right ontology is well known as a complex issue, as usual in all knowledge-based
systems, and a complete new experimental design should be designed to study the
impact of the ontology in an exhaustive case study, with different datasets and
different structural problems. However, for the particular methodology presented
in the paper, related to the use of an ontology to improve a clustering process,
and considering some previous works and the experiences presented in the paper,
it seems that clustering only numerical variables provides poorer results than
clustering heterogeneous data matrices (?); this, in turn, seems a poorer solution
than using general purpose ontologies for some qualitative variables, as shown in
the results presented for Ebre Delta Natural Park [8} finally, it seems that using
domain-specific domain ontologies may provide even richer results, provided, of
course, that the quality of the ontology has been properly tested a priori. For this
particular context we would recommend to include a general purpose ontology
when available, unless a sound and well accepted specific ontology is available.
In this case, both can be considered, just to avoid lack of terms in the specific
ontology (?). More work is in progress to verify if this is a general property of
the method or it also holds in some specific kind of problems.

Although great part of the paper has been focused on semantic variables,
which allow the semantic interpretation by means of ontologies, it is necessary
to remind that our approach is able to deal also with classical numerical variables
or measurements and categorical variables. None of the referred works combines
numerical, syntactic and semantic information in a single and integrated analysis
in the context of clustering. In this regards, the general framework of compati-
bility measures (?), considering numerical and categorical variables together has
been extended to also consider what has been named semantic variable. This
permits to introduce in the analysis the different kind of variables in its original
form, simplifying the data preparation step and avoiding arbitrary decisions on
transforming data that can produce non-desired biases, or mask some relation-
ships among variables.

The Superconcept-based distance (SCD) has been introduced as a new pro-
posal for computing the similarity /distance between semantic variables. It ex-
ploits the geometrical structure of the reference ontology. The Superconcept-based
distance is an Euclidean distance computed on a binary representation of the
taxonomic ontology structure, normalized to take into account the relative im-
portance of the non common information versus the total information of the
compared concepts. The explicit construction of the underlying binary matrix
mentioned above is n?, (n being the number of terms in the ontology). An equiv-
alent rewriting of the original expression has been found as a function of common
superconcepts of the compared terms, which are directly provided by the ontol-
ogy itself. This avoids the explicit construction of the binary matrix, reducing
the complexity to 2n in the worst case.

Several benchmarks support that SCD performs better than other propos-
als from the literature. Two experiments have been included in this paper, one
regarding a general purpose ontology (Wordnet) and another with specialized
ontology in the biomedical field (SNOMED-CT). In both cases, measures based
only on the minimum path length between concepts provide poor results, whereas
improvements are found as more taxonomic information is considered. That is
why SCD is the one better correlating with human judgements. This correlation
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with human judgements are used as performance indicators, under the assump-
tion that the distance provided by the experts is coherent with the structure
represented in the domain ontologies.

SCD has also the advantage that do not relay in a domain corpus to compute
semantic evidence, like measures based on co-occurrences. This is specially inter-
esting when no corpus exists or data is unavailable for privacy reasons, frequent
situation in biomedicine. Also, SCD do not require available experts providing
subjective quantitative similarities as for distance metric learning approach. Per-
formance of SCD only depends on the quality of the ontology itself. As discussed
above, some bias might be introduced if the ontology is not complete (?), but it is
clear that experts feel more confortable providing relationships between concepts
in form of ontologies rather than quantifying similaritites. In the worst case, the
paper shows that general purpose ontologies like Wordnet can be always used
with good results.

The paper proposes to extend the Gibert’s mixed metrics (?7) by introducing
a new term for semantic variables, based on the Superconcept-based distance.
This proposal fits with the idea of defining compatibility measures to analyze
heterogeneous matrices, already established by Anderberg in the 70s. In our
approach, convex combinations of distances are used as compatibility measures,
with an implicit assumption that all the variables have a similar importance
for the analysis. For those applications where it is relevant to assign different
weights to the variables, a further extension with weighted subdistances should
be considered. As usual in convex combinations, the extended Gibert’s metrics
represents, in fact an infinite family of distances, indexed by three parameters
(a, B,7). For hierarchical clustering purposes, only elements bounded by a +
B+~ = 1 are considered,since this guarantees to find all possible hierarchies.
An specific proposal to choose the parameter values is presented and justified
in section The SCD by itself, as well as the extended Gibert’s metrics, are
suitable to be used in any distance based method, from clustering, to case-based
reasoning or multivariate analysis, provided that a reference ontology is available
to involve the semantics of the terms into the analysis.

In this work we focused on hierarchical clustering, which is highly related
with our current research and applications. Improvements of taking into account
the semantics of the terms in hierarchical clustering processes have been tested
with two different data sets. The first case study contained a reduced set of
tourist city destinations. The second case study presents an application to a real
survey done to about 1000 visitors of a Natural Protected Park in Catalonia.
In both case studies clustering considering the semantic variables as ordinary
categorical variables, with original Gibert’s mixed metrics and dismissing the
available reference ontology is compared with a second clustering taking into
account WordNet ontology for semantic variables and using SCD. In both cases
Ward criterion is used since it tends to provide more interpretable results than
other hierarchical clustering criteria. Better results are obtained using semantic
variables. Being the role of the ontology the only factor changing between the
two approaches compared, the improvements observed in second results can be
directly assigned to the introduction of the ontology in the process.

Original Gibert’s metrics use y2-distance for categorical variables, which only
considers equality vs inequality of terms scaled by their rarity. Extending the
Gibert’s metrics with a semantic term, makes for example mountain and valley
more similar than mountain and beach, this transporting semantics to the final
clusters, which consider the meaning of the words. Thus, the result becomes
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more interpretable. Clusters are also improved from a structural point of view,
as more balanced clusters, in both size or semantic compactness, are obtained.
In the partitions obtained without considering ontologies, clusters look more
heterogeneous in terms of the distinguishability of classes and understanding of
class particularities.

These improvements are the key to move the results of a clustering pro-
cess to a real decision-making process in the target domain. Unfortunately, too
often, very well structured clusters (from a technical point of view) are never
used to support decisions in the target domain, because end-users cannot un-
derstand well their meaning. Improving clustering algorithms to guarantee that
classes are built regarding also to the semantics in the domain field contributes
to bridge this gap. Another important issue in this line is to define a complete
automatic process to produce the final interpretation of classes, trying to produce
directly understandable descriptions of classes for the end-user, thus completing
the whole knowledge discovery process. We are currently working in some pro-
posals related to this field. In (?) concepts are associated to classes containing
their relevant issues. In (?) automatic construction of traffic light panels is pro-
posed as a visual symbolic abstraction of the class particularities to assist the
comprehension process of classes. The automatic interpretation of classes is still
an open problem and requires further efforts to establish the best methodology.

Certainly we tested the effect of considering reference ontologies by means
of a semantic distance in a very particular hierarchical clustering method and
we cannot ensure this will be extendable to other type of algorithms. However,
we guess this improvement might be observed in other distance based methods,
since the effect of the ontology is only modifying the distances among objects
and is not related with the particular hosting method in which it is introduced.
Further research is required to verify that using semantic similarities to take into
account reference ontologies in distance based metrics improves the results for
the meaningfulness point of view.
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