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Abstract

In the endeavor of finding ways for easy data access for external researchers remote data access
seems to be an attractive alternative to the current standard of data perturbation or restricted
access only at designated data archives or research data centers. However, even if the microdata
are not available directly, disclosure of sensitive information is still possible. We illustrate that an
ill-intentioned user could use some commonly available background information to reveal sensitive
information using simple linear regression. We demonstrate the real risks from this approach with
an empirical evaluation based on a German establishment survey, the IAB Establishment Panel.
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1. Introduction

Data collecting agencies generally have two options if #reywilling to provide access
to their data for external researchers. They can releasesdts to the public if they can
guarantee that the dissemination will not harm the privd@ny survey respondent or
they can allow external researchers on-site access to thdrdeesearch data centers
(RDC) or data enclaves. Since most data have to be alteremria svay to allow data
dissemination, many researchers prefer the direct acoegsetunaltered data at the
RDC, especially if the data dissemination requires pedtiob of the microdata. For
this reason more and more agencies deposit their data aratves or set up their own
research data centers. However, the use of these facddiess at a high price both for
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the researcher and the providing agency. Researchersdaegdl to the agency before
they ever get in touch with the original data. Although somereties provide dummy
data sets to give the researcher an idea of the real date, do@smy data sets often
are of very low quality and the researcher might not realieg the data collected by
the agency is not suitable for her analysis before travebniye agency. Furthermore,
researchers can request a certain time slot at the RDC irnwiey expect to finish their
research. Itis very difficult for the researcher to antitétzow long the data preparation
will take without access to the data, and unexpected prablaight require more days
than the admitted time slot will allow. Besides, if the rasbar wants to extend her
research maybe using more variables than she asked for writhieal proposal, she
might have to go through the complete reviewing processdugfiore she can actually
add the variables to her analysis. On the other hand, theageas to check every output
from the analysis for potential disclosure violations. Yelkared outputs may leave the
RDC and may be used by the researcher for publication. Aeptethis output checkin
is still carried out manually. With the growing popularitf the RDCs the capacity of
handling all this output checking is at the limit.

Given these drawbacks remote data access seems to be titegpéoradata access
for external researchers. In an ideal world full remote asagould enable the external
researcher to connect to a host server from her desktop neacBhe would see the
microdata on the screen and would be allowed to manipulam tim any way but
the actual data would never leave the server and it would egidssible to store the
microdata on the desktop computer. Requested queries Wwewdtomatically scanned
for possible confidentiality violations and only those desthat pass the confidentiality
check would be answered by the server. Remote access weaelthie researcher from
the burden of traveling to the RDC and it would render the do&nsive and time
consuming manual output checking unnecessary. Howewere tre many obstacles
with this approach making the full implementation of a reendata access more than
guestionable. Apart from the technical issues of guaramgesesafe connection between
the desktop computer of the external user and the microdatarsat the agency, direct
access to the unchanged microdata is prohibited by law iryroamntries. For example
in Germany, the data accessible for external researchaeqisred to bede facto
anonymised which means that the effort that is necessargetatify a single unit in
the data set is higher than the actual benefit the potentialder would achieve by
this identification. This is still a privilege compared toethbsoluteanonymity that
is required for all published results. One solution in thantext could be that the
researcher would only see an anonymised version of the datamn her screen but the
queries she submits to the server would actually be run oorigenal data. However,
this would still require the server to identify all queriémt might lead to a breach of
confidentiality.

Some of these queries are easy to identify. For example epuéinat ask for the
maximum or minimum of a variable should never be allowed. tabulation queries
potentially identifying small cells could be suppressethgistandard rules from the
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cell suppression literatufeHowever, there are other analyses for which it is not that
obvious that they actually might impose an increased rigkisiflosure and illustrating
this for a specific set of queries is the main aim of this paper.

We focus on the risks from simple linear regression analysder the assumption
that the user will never see the true microdata. Given thellegstrictions in many
countries (see discussion above), we believe that everr veete access the user will
only see an anonymised version of the true microdata. Irstnise our notion of remote
access is located somewhere in the middle between the drearfulb remote access
and the idea of a remote analysis server that can only angeeified queries without
providing access to any microdata at all. We note that ouirfgglare also relevant in
the context of a plain remote analysis server.

Often regression analysis is considered as safe in the sleaisi is assumed that
no output checking is required. Following the discussioGomatamet al. (2005) we
illustrate that an intruder with background knowledge ames®f the variables contained
in the data set can get accurate estimates for any sensitiigble she is interested in
using only the results from a linear regression analysisugéethe IAB Establishment
Panel to demonstrate empirically that at least for busidass very limited and easily
available background information can be sufficient to alliwe intruder to obtain
sensitive information with this approach.

The remainder of the paper is organized as follows. Secti@t&pitulates the basic
concept that allows the intruder to retrieve sensitiverimiation for a single respondent
based on the background information she has about thatndspb In this section we
follow the outline described in Gomataghal. (2005). In Section 3 we briefly introduce
the data set we used for the empirical simulations: the IABEshment Panel. This
data set is used in Section 4 to illustrate that only verytichbackground information
is required to learn sensitive information about a survepoadent in this setting. The
paper concludes with some final remarks.

2. The formal approach

In the following we assume that the intruder has at leastagmate knowledge about
some of the variables contained in the survey for a certaiveguespondenin. It is
important to note that this knowledge may refer to any setasfables in the data
set, no matter if the variables are sensitive or not. For @arnm a business survey,
the external information available to the intruder mightthe energy consumption or
the total production time. The intruder would then use themgables for obtaining
information on sensitive variables such as investmengssalr research expenditures.

1. Even cell suppression can quickly become problematic, élNegv dynamic queries. In this case, the server
would have to keep track of all earlier queries and would haveigoantee that requests submitted at a later point
in time would not allow the calculation of cell entries that beeng suppressed now.
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In the following we denote the variable for which informatis at hand by and the
true value for this variable provided by the survey responae by x°. Let X, be
the external information the intruder obtained about thwesurespondentn for this
variable. Finally, let, be the reported value for respondemtor the sensitive variable
of interesty.

Gomatamet al. (2005) pointed out that the knowledgegf may be used to obtain
information for any other variable contained in the micradset for this respondent
by making the variable of interest the dependent variabke $imple linear regression
analysis. The authors propose two approaches: (i) Thedetrgould generate an
“artificial outlier” obtained by transformation. (ii) Alteatively, the intruder could
employ a “strategic dummy variable” which uses the backgdoinformation for
identifying the respondemt.

2.1. Artificial outliers

For the artificial outlier approach we assume the intrudemisithe exact reported value
for xm, that isx;, = x?n. She defines a new regressor variable

1
= ——F—F—
X — K| + €

1)

wheree is arbitrarily small. If we include this regressor variablea linear regression
with the variable of interest specified as the dependenalbka] the regressar will
become extremely large for the responderand therefore generates a leverage point
such that the predicted value of the dependent variables teweards the true valug),

for this respondent. A formal proof that

im Ym = ym

Zm—00
holds, is given in Appendix Al. It is important to note thaistis true only if no other
respondent reports a value fothat is equal to®,. If other respondents report the same
value,ym will generally not be predicted exactly (see Appendix Aldetails).

2.2. Strategic dummies

Alternatively, the intruder could define a dummy that exiglohe knowledge regarding
the variablex. In case of exact knowledge of the reported value the dummyldvioe
given by

1 ifx=%n
Dot = { 0 else. @
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In other situations only vague information might be avdéalepresented by an interval
in which the true valued, must fall. This range might be formulated in additive or
multiplicative terms, that is

X =y <Sn <X +7 or (1—8)E <K< (148X,

Thus, assuming only approximate knowledge one would craastrategic dummy
according to

1 ifX—y <RXm<X+Y
Do = { 0 else )

or the corresponding multiplicative specification mengidmbove.
It is shown in Appendix A.2 that a simple regression whichsugest this dummy
variable and any variable of interest as the dependentblanveill result in

ym:)’?n-

The result remains valid if other regressors are added tmtuel (see Appendix A.2).

However, the proof again is based on the assumption thataosiggle respondent
is identified using the knowledge regardirglf x is a categorical variable, this is an
unrealistic assumption and even for continuous variablesenthan one respondent
may report the same value. Still, with the dummy variablerapgh the constructed
dummy can easily be based on more than one variable exgjaitirthe information
the intruder has about the survey respondent. In our busgasey example this could
mean that the intruder uses her information about the inglLest approximate number
of employees, and regional information about the estaiéstt she is looking for. In
this case we could define an indicator dummy for each varifble/hich the intruder
has background information.

Letxy,...,Xp be the variables for which background information is a\déaand let
0y, ...0p be the corresponding indicators defined as in (2) or (3). Nmafinal indicator
can be defined as follows:

0 :{1 if 01 =1A0=1A---A0p=1 4)

0 else.

Itis important to note that both the artificial and the stgadelummy approach critically
rely on the assumption that a single record can be identififttie external information
the intruder has aboun. However, the artificial outlier approach requires that the
intruder knowsd®, exactly. This is often unrealistic in reality. With the dupwariable
approach it can be sufficient to have a rough estimaié of
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3. The IAB Establishment Panel

Since our empirical evaluations in the next section are dasethe wave 2007 of
the IAB Establishment Panel a short introduction of the daashould prelude our
illustrations. The IAB Establishment Panel is based on tee@n employment register
aggregated via the establishment number as of 30 June ofyemeh The basis of

the register, the German Social Security Data (GSSD) is ritegiated notification

procedure for the health, pension and unemployment insasamvhich was introduced
in January 1973. This procedure requires employers toytbefsocial security agencies
about all employees covered by social security. As by dafimithe German Social

Security Data only include employees covered by social rifgcd civil servants and

unpaid family workers for example are not included— appi@3% of the German

workforce are represented. However, the degree of covewraigs considerably across
the occupations and the industries.

Since the register only contains information on employessied by social security,
the panel includes establishments with at least one employeered by social security.
The sample is drawn using a stratified sampling design. Titatifetation cells are
defined by ten classes for the size of the establishmentas6es for the region, and 17
classes for the industry.

These cells are also used for weighting and extrapolatidgheofample. The survey
is conducted by interviewers from TNS Infratest Sozialftweng. For the first wave,
4,265 establishments were interviewed in West Germanydrthiihid quarter of 1993.
Since then the Establishment Panel has been conductedlgnrnsiace 1996 with over
4,700 establishments in East Germany in addition. In theav2®07 more than 15,000
establishments participated in the survey. Each year,dhelps accompanied by sup-
plementary samples and follow-up samples to include nevewving establishments
and to compensate for panel mortality. The list of questicmstains detailed infor-
mation about the firms’ personnel structure, developmedtmarsonnel policy. For a
detailed description of the data set we refer to Fis@iteal. (2008) or Kolling (2000).
For the simulations we use one data set with all missing gailmputed. We treat all
imputed values like originally observed values for simipjicSee Drechsler (2010) for
a description of the multiple imputation of the missing \edun the survey.

4. Empirical evidence

For our empirical evaluations, we use the wave 2007 of thabéishment survey and

treat the turnover of an establishment as the sensitivabario be disclosed. Thus, we
exclude all entities from the survey that do not report tvarssuch as non-industrial
organizations, regional and local authorities and adrratisns, financial institutions,

and insurance companies. The remaining data set inclugés4.2ompletely observed
establishments. We analyze different subsets of the dalafieed by quantiles of the

establishment size to illustrate the increased risk f@daestablishments.
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Table 1. Disclosure risk evaluations using an artificial outlier ggated from establishment size.

guantile N prop. uniqu. Aall A uniqu.
identified identified identified
all 12814 0.034 13773.795 0.001
size 0.5 6516 0.066 26936.156 0.001
0.75 3217 0.134 51952.053 0.001
0.9 1282 0.335 1.957 0.001
0.99 129 0.969 0.011 0.0001

4.1. Empirical evidence for artificial outliers

Using the number of employees as the available backgrododnation we construct a
variablez according to (1) setting = 0.0001. To evaluate the risks for the complete
data set we successively treat each record in the data shedargetm for which
background information is available. Table 1 summarizesrasults of the artificial
outlier regressions for different subsets of the data. Tisé dblumn defines the subset
of the data. For example, the results for the 90% quantileesgmt only the largest 10%
of establishments. The second column provides the numbecofds that are contained
in the subset. Column 3 contains the percentage of recoaisith uniquely identified
based on an artificial outlier derived from the establishinsere, i. e. it contains the
percentage of unique high leverage points regarding thebeuwf employees. If there
is more than one high leverage point, additional establéstimreduce the prediction
accuracy for the target’s turnover (see the proof in Apperdl). Column 4 presents
the average absolute relative error between the predictddie observed value for
turnover for the target recom, i.e.

1 |)7n\:1 _Ynhj|
A=—y ——— 5
PR (5)

for all records in the subset. Finally, column 5 presentsstmae quantity only for the
records that are uniquely identified and therefore genaratgque high leverage point
for z

As expected the disclosure risk clearly increases withbéstanent size. Under
the assumption that the intruder would know the exact repogstablishment size,
we observe a substantial increase in the risk when going thenargest 10% of the
establishments (33.5% correctly identified) to the lardéstof establishments (96.9%
correctly identified). Below these thresholds identificatiisks are relatively low since
establishment size alone will not uniquely identify a sengdcord. The results in column
4 illustrate that generally risks are low as long as a unigeatification is not possible.
The average absolute relative error is very large (oftemfaire than 100%) indicating
that the predicted value on average differs substantiadinfthe reported value. Finally,
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all the values close to zero in the last column are by no maapsising. This is a direct
result of the proof given in Appendix A.1. We only include $keresults to emphasize
that once a record is uniquely identified, the intruder da#$ave to have direct access
to the microdata. Instead she can use the artificial outlgraach (or the dummy
variable approach discussed below) to exactly reveal angitsee information about
the identified record.

Often the intruder will have more background informationtbe target than just
one variable. Generally she can use this information to g@@enore artificial outliers
and also include them in the regression. For brevity we ohatgroof that an exact
prediction is possible with more than one outlier variaBleletailed proof can be found
in Ronninget al. (2010).

However, simply using two outlier variables in the regressivill not necessarily
increase the number of uniquely identified records. The fpoody holds if both
outliers individually identify the same single record wnédy. This means that in general
there is no benefit from adding a second artificial outlierite tegression since the
dependent variable will only be predicted correctly forgbainits for which one of
the background variables alone already uniquely identifiedarget. The same results
would be achievable if the intruder would run two separagrassions using one
outlier at a time. To fully utilize the additional backgraliknowledge the intruder
should interact the background variables and apply thi&caatioutlier approach to the
interaction term. If the joint background information idi€ies a record uniquely, the
value of the interaction term will also be a unique value ia dlata set.

We illustrate the increased risks if the intruder has infation on more than one
variable in Table 2. We assume the intruder knows the exaunbeu of employees and
the German Federal State in which the establishment isdd@atid uses the interaction
of the two variables to generate the artificial outlier.

As expected the disclosure risks increase considerabfyexample 15.9% (87.2%)
of the establishments in the complete data set (of the lat@8é of the establishments)
are identified uniquely compared to only 3.4% (33.5%) if te@blishment size is used
alone to identify the target. In theory the intruder couldHier improve her results if
more background information is available. The more vagablre interacted to generate
the artificial outlier the higher is the chance of a uniquantdieation and thus a perfect

Table 2: Disclosure risk evaluations using artificial outliers geated from the interaction term of
establishment size and German Federal State.

quantile N prop. uniqu. Aall A uniqu.
identified records identified
all 12814 0.159 17820.512 0.035
size*fed. 0.5 6516 0.312 33908.516 0.036
state 0.75 3217 0.596 63907.225 0.006
0.9 1282 0.872 0.338 0.0003

0.99 129 1 186x 105 1.86%107°
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prediction. However, a regression using three-way, foay-ar even higher interaction
terms will look very suspicious or might not be allowed in enae access setting.

4.2. Empirical evidence for strategic dummies

For the strategic dummy approach we evaluate for each réfcarchique identification
is possible using a varying amount of background infornmatkor the background in-
formation we chose four variables that we believe are easptain for an intruder from
public records, namely the (approximate) size of the eistatnlent, i.e. its (approximate)
total number of employees, the German Federal State thielisbraent is located in, its
legal form and its industrial sector (recorded in 40 categ)r We evaluate the increase
in risk if these variables are added successively to théeglimdummy. The results are
summarized in the Table 3. Not surprisingly the same peagenof records as in Ta-

Table 3: Disclosure risk evaluations using the strategic dummy apgih.

quantile N indicators prop. uniqu. Aall A uniqu.
Ok identified records identified
exact size 0.034 13801.825 0
al 12814 approx. size 0.0009 11025.450 0
+ federal state 0.023 11739.574 0
+ legal form 0.116 13633.345 0
+ branch 0.658 1.478 0
exact size 0.066 26985.871
05 6516 approx. size 0.002 21526.008 0
+ federal state 0.046 21945.190 0
+ legal form 0.200 26774.728 0
+ branch 0.846 0.323 0
exact size 0.134 52023.417 0
0.75 3217 approx. size 0.003 40965.983 0
+ federal state 0.085 39651.427 0
+ legal form 0.228 48390.483 0
+ branch 0.868 0.147 0
exact size 0.335 1.956 0
0.9 1282 approx. size 0.009 4.296 0
+ federal state 0.186 1.944 0
+ legal form 0.352 1.499 0
+ branch 0.895 0.070 0
exact size 0.969 0.011 0
0.99 129 approx. size 0.085 1.311 0
+ federal state 0.682 0.136 0
+ legal form 0.806 0.055 0
+ branch 0.953 0.021 0
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ble 1 are identified, if the exact establishment size is used dummy. Relaxing the
unrealistic assumption of exactly knowing the size of thealdshment we use an
indicator for the approximate total number of employees itdhentifies all records that
lie within £2.5% of the reported establishment size. This informatiomalalmost
never uniquely identifies a record in the data set. Even ®tdh 0.1% of establishments
only 31% are uniquely identified. However, adding more infation significantly
increases the risk. When all four background variables aszlumore than 65% of
the establishments are identified uniquely in the entira dat. Since arguably intruders
will only be interested in the larger establishments andimasmall family businesses,
the fact that almost 90% of the records can be uniquely itledtfor the largest 10%
of the establishments based on very little background métion is an alarming result.
Again, we only include the results in the last column of thieldao emphasize that
once arecord is uniquely identified all information in théadset for that record can be
revealed easily without access to the actual microdata.

This leads to the question how the intruder will know that Bhe indeed uniquely
identified themth respondent. Of course, the natural way would be to cheek th
residuals of the regression for zeroes. However, residuslslly are not reported in
remote access. Alternatively, for the dummy variable appinche intruder could check
the mean of the generated dummy variable which should fmeirl case of unique
identification. If the agency decides to suppress meansif@ry variables with few
positive (or negative) outcomes, the intruder could corplo¢ variance of the dummy
variable. Given a unique identification it should be equalao([J) = 1/n+1/n?. Both
approaches are of course not possible when generatingfiarbutlier sincezwould
just be a new continuous variable with unknown mean and negialn this case, the
intruder might check, if a unigue maximum exists 2oOnly if the maximum is unique,
a single record has been identified. However, such requédstikaly be suppressed by
the remote server. This can be seen as an additional argumfanbr of the strategic
dummy approach.

5. Conclusion

It is obvious that agencies —once they are aware of the risksribed in the previous
sections — can easily prevent this type of disclosure, §.grohibiting regressions that
contain dichotomous regressors with less than say 3 pesititcomes or by allowing

only certain transformations for the variables. But it ipintant that the agency must
be aware of the problem to prevent it. The point that we arigryo make is that

there are many constellations that might lead to a risk aflolésire. Some are obvious
whereas others are more difficult to detect in advance. Eullote access without any
intervention of the agency would require that all possiluestellations are considered
and ruled out before data access is provided. The risk frapati regressions that is
the main topic of this paper is only one example of a disclesigk that might not
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be obvious at first glance. We believe there are many otheat&ins that might be
equally harmful. For example it is well known that saturateddels can reveal the
exact information for small cell table entries that wouldsédeen protected by cell
suppression or any other statistical disclosure limitatiechnique if the table would
have been requested directly. We believe that more reséaittie area is needed to
detect other user queries that might impose a risk of disctosWhether it will be

possible to rule out all potential disclosure risks in acd&remains an open question.
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A. Artificial outliers and strategic dummies
We consider the linear model
y=XB +u, (6)

wherey andu aren-dimensional vectors is aK-dimensional vector an¥ a (n x K)
matrix witht’ = (1,1,...,1) as the first column. The vector of predicted values is given

by

§=X(X'X) ' X'y=Hy @)
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whereH, called the hat matrix, measures the “leverage” of a cer&gnessor (see, e.g.
Hoaglin and Welsh (1978)).

A.1 Artificial outliers

In the following we assume that the observations are ordsueti that observations
for survey respondent are in the first row of the data matrix. Therefarecontains
the artificial outlier which tends towards infinity; compahe definition (1) of artificial
outliers in the main text.

Unique identification

In the special case of a simple regressikn= 2) with
X=(t z)

the elements of the hat matrix are given by

hjx = nz;z (212‘2 ZJZZu ZkZlZ.+nz,Z|<>

with j=1,...,nandk = 1,...,n. Therefore thgth element of the vector of predicted
valuesy is given by

RV S S I

and in particular foj = 1 we have

. 1 n n n n
R I k; [212.2 zli;z zki;z Nziz| yk

L

_ (zi”:lz-z —2 Zi”zlz) SheaYk  (31az—nz) SR AN

ny# - (3z)° nyz -
_ (Z+3iaZ —a(@+3i123) JaYk  (A+ 312 —N2) (21 + Tie1 240K)
NZ+Yi17) — (2 +3i-12)? NZ+3i17) — (2 +3i-12)?

=A—-B.
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In order to obtain results fa, — « we write the two terms as follows:

(20 549) - (10559 5o
o) - (5

and
(14355 n) (22

o) ()

from which we obtain

lim §1 = lim (A-B) = — — = 1. (8)

Z1— Z!|_—>00
Therefore for a sufficiently large we can approximatg, by its predicted valug;~
Non-unique identification

To this point we assumed that the target is uniquely idedtibg the background
information resp. the transformed outlier generatingalag (see (1) in the main text).
Now consider the case where more than a single subject isfiddrby X, resp.z In
this case the matrix containing the outlier is given by

We assume] subjects are identified, i.e. have the exact same value édpalckground
variable as the target record. Thegesubjects are transformed to artificial outliers.
Without loss of generality let them be the figtobservations in the dataset, is a
g-vector of ones an@ a (n— q)-vector of zeros so that

1 / /

qzijuzbq;z lezb 2,7,
and
n 1 Zigtl, ZtqZ, ~
/ —1y/ . 1vqbq 1tq 42 -
X2 (X5X2) X5 (y X1I31> —z§+z,>qz| < nzt, 2,2 > (y X1131>-

The predicted values are given by

- 1 Zigt!, z1tqZ -
90— X8 + 1lalq 942 ) ( _X )
y=XiB, 42+ 51-q7 ( nz0y 227 y—Xiby
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respectively
(-
yn—q

i) g (25 (G- () 8
X1inq ! Z% + z|>q Z|2 a2t 227 Yn—q X1n-q !

For the firstq elements of the vectdrof predicted values we get

:X s Zz / / q — q
Yo = X1aB1 + AZ+Y-qZ (Zte 2tz ) {< Ynq > < X1n—q )ﬁl}

:quﬂl
1 2 ~
924322 Ttatq (Yq — X19B1)
i>q
1 n
W 1quz(yn q —X1n-qB1)
i~q4
:quﬁl
1 , ~
+ ququ‘z Latq (Yqg— X19B1)
1 1 n
oz Z_ll’qzlz(yn—q_xl-,n—Qﬁl) 9)
q-+ 2

If zz becomes infinitely large the limit of the predicted values is

1 - 1 -
lelr_T)mw Yq= abqba Y+ X1gB1 — a"q'faxlqﬁl (10)
resulting in
yi :yq + ( 1, Xi2_)_(é]2)7 ) XiK_)_(EIK) )Blai =12....q (11)
Here we use

Y’quYi and k Xik, K=2,.
! qi; Z\
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Both (10) and (11) show that

e if =1, i.e. unique identification, the result reduces to (8) beeg, = y1 and
(Y

Xyq = X for all regressors.
e If only the artificial outlier generating is used in a simple linear regression it
holds that
limy = vy, i=1,....q,
Z]—®

for all g subjects selected.

¢ In general however, under non-unique identification noreted statement regard-
ing the difference between andy; ,i = 1,2,...,q, can be made.

A.2 Strategic dummy variables
Simple regression

In case of unique identification by (2), (3) or (4) in the marttthe regressor matrix is
given by

X=(t e ),

wheree; is ann-dimensional vector with 1 as the first element and 0 for tineaiaing
n—1 elements. Therefore

o0t =mg ()

1 n—-1 o
H= / )
n— 1 O Lnfllan_l

where0 is the(n— 1)-dimensional null vector ang,_; a (n— 1)-dimensional vector of
ones. Note thaty; = 1 andh;j =0, j > 1, so that the predicted value fgy is given by

and

0 1
Vi=> huyk=——| (n=y1+ ) 0-yic | =y1.
kzl n—-1 < I(Zl
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The case of additional regressors

We now consider the case that other regressors are addeglregttession which might
be motivated by the idea that the use of a strategic dummytismeasily detected by
the agency if other regressors are also included in the médelwrite the model in

partitioned form as

y:XﬁJru:( X1 Xs ) < g; >+u:xlﬁ1+xzﬁ2+u.
with
Xo=er

so that this submatrix contains only the information regagthe strategic dummy. Then
the vector of predicted values can be written as

§=X1B1 + X2,
= XlBl + X2 (X5X2) X5 <y_xlﬁ1) (12)
Since
_ 10
Xz (XoX2)"X; = ( 00 )
and

Xz (X5X2) X5 (y_xlﬁl) = < (l) 8 ) (y_xlﬁl)

Y1 1 X12 ... X1k

0 0O 0O 0O O A
- : o Do : : L

0 0O O 0] 0

we obtain for the vector of predicted values in (12):

Y1 1 X12 ... X1k
. 0 o0 0 0.
y=X1B;1 + : - S : : B1 (13)
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and in particular for the first element we get

Vi=(1 X2 ... X )ﬁl +y1— (1 X2 ... X )f}lz)’l- (14)
Non-unique identification

The empirical example in Section 4 shows thgtandy;, may differ substantially if
more than one respondent is identified using the backgraufodmation available for
Xm- In this section we evaluate the fitted valyein this case.

If more than one respondent is picked by the strategic dunimaystibmatrixX,
(which actually is a vector) has the form

_ ([ g
=(%)
where we assume that units in the data set have the same reported value for the
available background information as the target recgydnd that they are placed in the

first g rows of the data matrix is a vector of ones andldenotes a — q dimensional
vector of zeroes. Moreover, we have

_ 1/, O
o4 (1)

and

_ 2 K
AR
Y, 1 @ S(K)
v |-]|1x . % |b
0 0 0 0 O
0 0 0 0 O

where we use
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Comparing this with (9) we note that for the ficgtlements of the vectgrwe obtain

yi:yq—i_ ( 1, XiZ_)_(é]Z)a ) XiK_)_(EIK) )Blaizlazv"'vq' (15)

which implies the following: (i) Ifg = 1 and therefore a single unit is identified, the
above result is equivalent with (14) because then y; and for all regressobélk) = X1k-
(i) If the strategic dummy is used as a single regressor theall g units

yi :yq

holds, that is, the estimated valueyoéquals the arithmetic mean of gllunits. (iii) If
more regressors are added to the model, no clear-cut stateagarding the difference
betweeny, andyj, can be made.



