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Introduction

1. Introduction

The present work foceson a majorproblemthat psychologist have to dealwith
when trying to estimate personalityo what extent do the obtained measures
reflects accuratelythe latent trait Of all the possible sources of information,
personality measures are usually obtained using-iegdbrts, although there are

someexceptiors (for example child assessmens usuallyhetero-reported).

In typical response meablB 4 > (G KS LI NIOAOALI yiQa NBaLRya:
content assessedbut also other systematic effects. These effects are known as

response bigswhich Paulhus (19912017 defined as a systematic tendency to

answer the items on some basther than the specific item content. The two best

known responsebiasesin typical responseneasuresare Acquiescence (AC) and

Social Desirability (SD).

Acquiescencecan be defined as the tendency of responders to agree \with

statement regardless of its comé (Paulhus and Vazire, 2005), whi&ocial
DesirabilityOF' y ©6S RSTAYSR |l a LIS2L) SQa GSyRSyoOe
generally favorable fashion (Holden, 2018hme authors distinguish between two

primary SD factors: a cluster associated withha the general factor anxiety factor

of MMPI Block, 1965), which was defined saslfdeception, @ unconscious self

favorability; and a second cluster associated with another MMPI factor called

Gamma (Wiggins, 1964), which was defined ampression management, the

intentional distortion of seldescriptions
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Control of response biases in sedports

A review of the literature shows that SD and AC have generated some controversy,
particularly in the 1950s and 1960s. Basically, there are two main posiaiotise
conceptualizatiorof SD and AC as variables. The traditional position considers the
response bias as nuisance variables or artifacts that should be controlled or
suppressed with appropriate procedures since treeg of no further substantive
interest (Edwards, 1967; Hofgieten Berge, & Hendriks, 1998; Nunnally, 1978; Ray,
1979). Onthe other hand, other authors believe th&D and AC are meaningful
variables that are potentially measurable and can provide information of interest
about the respondet (Couch & Keniston, 196 Eysenck & Eyseicl976 Morf &

Jackson, 1972)

Thereis evidenceto support the conception of response biases as measurable traits
that are quite stable across different measures. SD seems to be a trait associated
with the responder, while A€eems tadepend moreon the item characteristics. SD
shows consistency across situations (Ellingson, Smith, & Sackett, 2001; Lonngvist,
Paunonen, Tuuliblenriksson, Lonnqvist, & Verkasalo 20@nd stability over time
(Paulhus & Reynolds, 1995) and across diffeceftures (Barrett, Petrides, Eysenck,

& Eysenck, 1998).

VigitColet (2014) showed that the correlations between the SD scores obtained
through three different questionnaires correlate between .60 and .70, while AC
scores only correlate .20 approximateRhisindicatesthat SD is quite stable across
measures, while AC depends marmeeach instrument. This result is consistent with
the one reported byStéber (2001)who found substantial correlations between

different measures of SD.

12
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As far asACis concened, Ferrando & Condon (2004) found that acquiescence
presens low indices of reliability and convergent validity, even for research
purposes.The certain degree of convergent validity suggeghat if AC can be
regardedas a trait, itis onlya very weak and unreliable one. Thisosistentwith

the studiesby Ray (1979, 1983), which considdrthat the generalization of
acquiescence between scales is dubious. In contrast, Couch & Keniston (1960)
found acorrelation of r=.64 between the ovall agreement scaland the MMPI
acquiescence scale. In response tegtresults, Nunnally (1978) conjectured that
separate scales tend to share common variance, since they measurstylistic
personality traits. However, when external, roantentrelated acquiescence

criteriaare correlated the correlations are far lower.

Theoretical discussions aside, both biases/e a considerable impaan such
aspects of a questionnair@sthe factor structureor the participant§scores aswill
be shown in the next chapter.Therefore our opinion is thasomesort of procedure
needs to be applietb minimize or control AC and SD effects wlaenewinventory

isdesigned

13
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1.1 Impact ofesponse bias

Most researchinto response biahas focused on the impact of SD and AC on the
validity of selfreports, and particularlyon the effects of SDon employment
selection processes (Ones, Dilcheiisweésvaran, & Judge, 2007; Ones, Viwesvaran,
& Reiss, 1996; Salgado, 2005)These authorssuggest that SD can distort
participant€scores, and conclude thaio single methodcan solve the problem

entirely.

On the other handpther researchers have focused bow selfreports canimpact

the factor structureand how SD and AC can disttiré inter-item correlation matrix
(Bentler, Jackson, & Messick, 1971; Rammstedt, Goldberg, & Borg, 201Qlddwto
Gosling, & Potter, 2008). Howevelhet impact depend on which biasis being
measured: in the presence of AC, items worded in the same diretgimhto show

a positive relationship that cannot battributed to the content measured, while
items worded in different directions will tend to show a negative relationship. So,
AC can potentially lead to an overestimation or underestimation witer-item
correlationsdepending orthe directionof the items whichwill obviously affect the

factor structure of the measure.

In the case of SDhe situation is similar buthere is oneimportant difference the
set ofitems most affected by SD wilé positivdy correlated but not because othe
content measured. So, SD will also impact the correlation mhgriincreasing the
inter-item correlations while ACcan generate a stronger distortioecause its

effects work in both ways.

14
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Some studies havanalyzed the effects of A& the factar structure of seltreports.
For example,n samples with high levels of Athe goodnessof-fit indices suggest
that the fit of the five-factor model of personality isot always optimal This has
been investigated iman eldedy population (Ross & Mirowsky, 1984; \A@blet,
LorenzeSeva, & Morale¥ives, 2015), samples with little education andamples
of adolescents or pradolescentsNloralesVives, Lorenz&eva, & VigiColet, 207,
Meisenberg & Williams, 2008; Rammstedt et al., 2010; Rammstedt & Kemper, 2011;
Ross & Mirowsky, 1984; Soto et al., 2D0OBesestudies suggest that AC leveksry
throughout the lifespan, and seem to bkigher in childrenadolescentsand the
eldery. Therefore the distortions produced by AC are greatettliese populatiors,
which often leads to compromised factor structunesless some sort of procedure

is appliedto controlfor the effects of AC.

15
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1.2 Existing methods for controlling the impact of Social Desirability and
Acquiescence

We should point out that, until the method that we will use in our softwaseas
developed no modetbased proceduresad been proposed for simultaneously
assessing the pettial impact of SDral AC on responses to a questionnairer
this reasonthe methods described in this chaptare presentedfor the biasthey

are designed to deal with

1.2.1 Methodsfor controling Social Desirability

We should firstpoint out that the impact of SD can be reduced &ysuring that
items areappropriatdy designed For exampleneutrally worded item statements
or an emphasis ogonfidentiality and anonymity during the test administration can
reduce SOHEdwards 1957, but camot guaranteethat all the variance attributable
to SD is removedIn addition, researcher can adminiser a couple of items
designed for detecting faking and SD, and use the saorékeseitems to exclude
participant with high levels of distortionHowever,the methods presented in this
section aim to control distortions due to SD ontbey arepresent in a particular
dataset and researchergenerallyprefer not to eliminate participants from the
sample.In addition,for some traits it can be very difficult to formulate neutral

items (for example jtemsfor measuringaggressioh

It shouldbe noted that here arevery fewmethods availablehat cananalytically
remove the distortions caused bySD. One option isto partial SD out of

questionnaire scoresAs McCrae and Costa (1983) pointed obg tnain limitation

16
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of this approachs thereal concern thatsomeof the genuine content varianceay
be lostin the processFurthermore the procedure assumes that all itenase
parallel measures of the trait of interest, which is almost never t(Leite &

Cooper, 2010).

Neill & Jackson (1970) and Paulhus (198Dposed FAased modelghat can
removethe variancespecificallyattributable to SD from the dataand presene the

content variance

More preciselyPaulhus(1981)proposel that in principatfactor analysisthe first
factor to emergein the unrotated solutiorusuallyrepresents SD, and he suggest
that this factor which essentiallymeasues SO should be supprssed. This method
hasseverallimitations: the assumption that the first factor to emerge repress®D
is questonable and the method can only be used witprincipatcomponents
andysis Furthermore if the SD factor is eliminatettom the analysis SD factor

scores cannot berovided

Zieglerand Buehner (2009) proposed a structural equation model thetdels SD
using a hybrid of within(and between) subject analysisThe most interesting
feature of his approachs that itdoes not requirea specific subset of itemelated

to SD However, ithassome design requirementthe questionnaire is administered

to two groups twice. A control group is asked to respond honestly both times and
on the second administratioran experimental group ispecifically instructed to
fake. People will fake the items that they believe are importand, asa result,the
correlations betweertheseitems increass andinfluenaesthe loading pattern for

the common method factor. tfhere is achangein the common méhod factor on

17
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the second administrationt must be due to the specific instructiento fake since
this was the only difference betweethe groups.However, the methodhas an
important limitation: the experimental design is complex, since it requires two
equivalent groups and two administratioriBherealsoseem tobe some issues with
the model fit,because some unexplained variance meant thatfihendices in the

original testwere questionable

Burns & Christiansen (201a3ed a threefactor classification systerto classify the
existingmethods for measuring faking intoine categories. The first factor is the
number of assessments required (0 KI (0 Qa a (igigle &rradreépeated
measuremen)t. The second one is whether the faking measure mpmded from

the responses to the content measures or whether additional data is required
(internal or external). Thdinal factor is based on the effect of fakingn the
measure,and whether this effect is portrayed as a mean shift or as an impact
the oonstruct validity. The authors conclude that faking is a multidimensional
phenomenon, and they suggest using multiple measures of faking aligned with the
measures of each study sinedl faking measures have limitations. Furthermore,
there are no measure of both effects (mean shift and changes in construct
validity). The study, however, does n@rrovide greater insightinto any analytical
methods; rather it focuses on overall approacheso faking. Particularly Factor
Analysis (FAbased approaoks are notstudied which are the focus of this thesis.
The classification system ssiownin Table 1, an adaptation of a table from Burns

and Christiarsen(2011).

18
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Tablel. Classification of faking measures by Buand Christiansen

Internal/External Faking Effect

Indicator Repeated/Single
measurement

Response validity scales  Single

Bogus itemsand Single

overclaiming

Idiosyncratic item respons¢ Single

Covariance Index Single

Raw difference scores Repeated

Regression adjusted Repeated

different scores
Percent agreement Repeated
Within-person correlation Repeated

Within-subject variances ol Repeated
differences

External

External

Internal
Internal
Internal

Internal

Internal
Internal

Internal

Mean shift

Mean shift

Mean shift
Construct validity
Mean shift

Mean shift

Construct validity
Construct validity

Construct validity

Burnsand Christianse@ & Of | &20%1YcanQok assig@sgime methodso any

existing categories. Forexample the FAbased approaches that require the

adminstration of external SD items should beregarded| a & 0 2 3 dza

2POSNDOEFAYAYIE YSOHK?2

Raz

Q¢

AAYOS AL A

administration and the mean shift being the main effett. our opinion this

classification igquestionable, since Ffethods have little in common with the

methods proposed in this category, suggesting that the classification proposed by

the authors is not exhaustive.

Finally, Larson (2018gcently reviewedsome of the options for identifying and

mitigating SD impact in appliefields and heconcluced that not controlling SD

19
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could lead to inaccurate results. Larson suggtsit an easy way to accoufur the
variance due to SD ® administeran SD questionnaire andhake a regression
analysisof the SD scores on content scoréfghis effect is significant thent, should

be included in the final model, since SD seems to have a significant impact on the

Y 2 R Sdtafexplained variance.

1.2.2 Methodsfor controling Acquiescence
Acquiescencas measuredusing two types ofapproach (1) separate acquiescence

scalesand(2) balanced scale®elowwe review both approaches.

Separate acquiescence scales were developedhe assumption that acquiescence

is a generalizable traand essentialldepends on the respondet. They arebased

on heterogeneoustem pools, and are usually scored in the direction of agreement
regardless of item content. The itenas these scalesre chosen to be neutral in

terms of SD antb be ofmedium difficulty.A participantQ #&ndencyto agree across

a heterogeneous and neutral pooan onlybe due to acquiescence. Acquiescence
scales have been proposed by Bass (1956), Couch and Keniston (1960), and Hanley
(1961), among others.However, these scales areunsuitable for clinical

measurement because of thdow reliabilities (Paulhus, 1991).

On the other hand, balanced scales were developed from the assumption that
acquiescenceessentiallydepends on theinstrument that is used (Martin, 1964;
Messick, 1967)There are basically two types of reversed items: items with an

added negation, andtems using an antaymic expression, which measures the

20



Introduction

same trait as the regular items, but in tlopposite direction. Guidelines for item
developmentgeneraly recommend avoidng negative formulations(Haladyna &
Rodriguez, 2013; Moreno, Manez & Mufiz, 2015)becausenegatively worded

items tend to have poor measuring properties (Barnette, 2000).

The use of reversed items is controversial, since some authors subgettey do
not reduce response biasand can even reduce the model fit of some
unidimensional instruments (Sonderen, Sanderman & Coyne, 2013; SAlaegez,
Pedrosa, Lozano, Garelaieto, Cuesta & Muiiiz, 2018/oods, 2006)It shouldbe
pointed out thatusing reversed itemgo obtain abalanced scale without applying a
control method does not guarantee thahe impact of AC will becompletely
removed, sincet assumes that all the items have the same AC loadligsis
almost impossibleso theeffect o ACmay not becounterbalancedAsa result for
controlling variance to AC responding specific analytial method must be used to

analyze the set of balanced items.

Some @amples ofthese methods areipsatizing(substracting the mean score of
each individual from alihe scores of that individualCattell, 1944 and partialling
the mean componentrom the variablesby linea regression, whiclremovesthe
effects of AC from the inteitem correlation matrix (tenBerge, 1999).The main
concern when psatizingis essentially removinghe mean component (Clemans,
1966), which reducesthe variance attributable to a general compone@n the
other hand, & in partialling SD variance, there some concernthat the content

variancemight be removedvhen the mean component is partialled

21
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SomeFAbased procedures have also been propogBdliet & McClendon, 2000;
Ferrando & Condon, 2006; Ferrando, Lore@ava & Chico, 2003; Lorer3eva &
Rodriguez-ornells, 2006; Mowsky & Ross, 1991; ten Berge, 1998).of these
methods assume that the itema the questionnaireare fully balancedhalf of the
items measure in one direction of the trait and the other half measurehm t
opposite direction. However, this conditids not always easy to achieve, especially
in large questionnaires or when measuring a specific trait ttaatbe difficult to
assess irthe reverse direction, so this is a potential limitatiobhe first methodto
assessacquiescence in partially balartsecaleswas theone proposed by Lorenzo
Seva & Ferrando (2009)vhich was the main inspiration for the acquiescence

control method included in our final proposal.

It is worth mentioning the simulation study performed by Savalei (20d)jch
comparedthree methods for assessing AC. The three methods described were: (1)

The CFA Method (Mirowsky & Ross, 1991; MayQbvares & Coffman, 2006),

which proposes a modelwith £ £ GKS !/ f2FRAy3a asSid G2
(1993) approach (CB), which wasvdlped for fitting factor models to ipsative

data. (3)The EFA method (Ferrando, Lorer3eva, & Chico, 2003), a precursor

the method proposed by Lorenz8eva & Ferrando (2009 whichtwo orthogonal

factors are extracted and rotated to a partiallyesified targetand themain factor
loadingsare assumed teum to zero. The results showed that CB and EFA methods
performed badly when the substantive loadingwere not balanced, while CFA

performedquite well across all conditions.
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The decision of thauthors notto include the most recent proposal by Lorenzo
Seva & Ferrando (2009) is questionable, siiicases non-balanced scales, and
would probablyperform better than themethodsselected by the authors under the

condition ofunbalancedoadings.

23
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1.30ur proposator controllingSocial Desirability and Acquiesceinca single
analysis procedure

Of all the exising methods, the most complete Fdased method is theone
proposed by Ferrando, Loren&eva, & Chico (2009), which allows SD and AC
effects to be assessednd controlledsimultaneouslyln this method, the authors
gather some of the proposed methods for controlling SD and AC thay
implement them in a threestep unrestricted FA approachlowever,it alsoallows

for the possibilityof applying the control procedureto only one of the response
biases, ithe methodological aspects of the questionnaire prevent bbttm being

controlledor if the researcher is only interested in controlling one of them.

The method makes two assumptions: FirstAC and SD are assumed to be
independent from the content factor analso from each other. A priori, there is no
reason why response biases should be relatedrtost of the substantive traits

(Billiet & McClendon, 2000; Edwards, 1967; Nunnally, 1978; 1a®). However,

some trais could be related to SD or Afr exampleagreeableness, sociability or
external locus of contrd(Bramble & Wiley, 1974; Krosnich & Fabrigar, 1998). When
found, these relationsseem to be quiteweak (McCrae & Costa, 1983; Gne
Viswesvaran & Reiss, 1996). Regarding the relation between SD and AC, they are
essentially uncorrelated (Greenwald & Clausen, 1970; Jackson & Messick, 1962;

Stricker, 1961).

The second assumption is that acquiescence is not present in the items thhewi
used as pure measures of social desirability. Acquiescence tends to manifest in

items that are neutral in SD and decrease as the SD Higded by the item

24
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increases (Edwards, 1967; Jackson & Messick, 1962; Stricker, 1961). Therefore, it
seems reaonable to assume that the effect of acquiescence on pure measures of

SD is negligible.

The proceduredoeshave some specificequirements.In order to control for SD,
andin addition to thecontent items,the procedureneedsat leastfour SD markers
to be administered which should be pure or almost pure measures of SD.
Therefore, the questionnaire musbnsist of(a) afew SD markersand (b) the items
related to the content that the tet aims to assess. The proceduran assess

multiple independent or carelated latent variables.

The authorgegardSD as impression managementich may bantentional or not.
{2YS SEIFIYLXSa 2F 322R {5 YINJSNE O2dz R

g2NRE F2NJ I LI2 A A livav@ Sdnetimeés2akdr SoretHingabwas 2 NJ ¢

Y20 YAYSeé> F2N | yigsieins, gagitipans with NgR&WRIs2 Yy S L

of SD responding will try tgivea good impression ahemselves bygreeing with

the first statement and disagreeing with the second one.

A visual approacto the two assumptions is presented in Figure 1.

In order to control AC, the procedure assumes that the set of itamesat least
partially balanced, so a few items measuthe latent variable in opposite
directions. So, two subsets of items must be ideatifi (a) a balanced subsety
which the sameitems are both positively and negativelyworded, and (b) an
unbalanced set, containing all the remaining itemsittiare worded in the same

direction. Therefore, the procedure will identify acquiescence as a comstyle

25
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factor using the balanced set of items and then it wdtimatethe AC loadings of

the unbalanced ones.

00000 ©¢

Figurel. Visual representation of the relationship between items and factors

The summary of the procedurepsesented in Figur@.

As mentioned above, the procedure that we propose is a tiatep procedure: (1)
Control of Social Desirability, (2) Control of Acquiescence, and (3) Factor Analysis for
the content items. In order to help the reader to understand our approach, we shall
first present each step in a separate subsection of this document. As this first
presentation idargelyan intuitive explanation of the three stepsfiaal subsection

explains the methodrom a mathematicapoint of view

26
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Inter-item correlation matrix
R

Control SD?

Yes

At least 4 SD markers are provided to obtain the estimate loadings
on the SD factor

8
1 No

The residual matrix is obtained by substracting the reproduced
matrix from the initial correlation matrix

Sl"

Control AC? ]

J, Yes

Define the balanced set of items and compute the estimated
loadings as the first centroid of the balanced set

a
No
!

Once the factor loadings have been obtained, rotate all them,
including the unbalanced ones, in order to obtain the final loading
matrix
14

'

Rotate the content loadings matrix
P, ; PHI.

Figure2. Summary of the response bias control procedure

1.3.1 Controlling Social Desirability

The first step i40 estimate the SD factor, which is performed on the sole basis of
the SD markersThisis the reason whya minimum numberof SD itemsare

required. In our studies we have used a minimum numberfofr items and
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obtained acceptable resultshe estimation will bemade using thelnstrumental
Variablestechnique (Hagglund, 1982)which will be detailed in themathematical
implementation setion. It must be notedthat this factor will be a good SD
representation only if the selected markers are good and pure measures of the trait.
Then,the method estimateghe SD loadings of the content items from the cross

correlations between the SD markers and the content items.

Once the SD factas available, a first reproduced correlation matrix is computed
which accounts for the variance due to SD. Finalyeduced correlation matrixis

obtainedby subtractingthe reproduced matrix from the initial correlation matrix.

This first residual matrix expected to bdree of SD variance and is timput matrix

for the AC controprocedure.

1.3.2 Controlling Acquiesoan

The second step aims to control thequiescence&ariance DetectingAcquiescence

may seemto be trivial, asit is essentially a systematic tendenal/ respondersto

agreethat could easilybe identified 3 A G K | aAYLIX S AyalLISOlAzy 2
responsesHowever, it is noso easy to identify the impact of AQoillustrate this

issue, figure 3 contains the scores of 13 participants on 4 hypothetical itgins,

which 1 and 4are direct items (i.e., theyneasue in the positive direction of the

trait), and 2 and &re reversed items (i.e., they measun the opposite directiorof

the trait).
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Participant Item1 Item2 Item3 Item4

1 5 2 1 3
2 2 4 5 3
3 3 2 1 5
4 3 2 3 5
5 4 2 2 4
6 2 5 o 2
7 5 1 2 4
8 4 2 1 4
9 1 o 5 1
10 4 2 1 5
11 o 2 1 4
12 1 3 o 3
13 4 5 4 4

Figure3. Distribution of the example item scores

As can be seen in Figure&@simple inspection of the raw scores does not Help
distinguish which participantéor items are most impacted by Acquiescend&n
accurate inspection is needed conclude that the responses participant number
13 are the oneghat are mostimpactedby AC With a large set of items (not just
four items as in our trivial example} would not that evidentwhen a responder has
produceda pattern ofacquiescentesponsesAscan be expecteddistinguisimg an
ACresponsetendency is harder in real sitions, in which theremightbe hundreds
of participants and dozens of itemA. trivial solutionto detecting ACcould beto
compute the mean score of each item artten the deviation of each individual

score from the mean of each iter( ®) (seeFgure 4.
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Participant Item1 Item2 Item3 Item4 Mean
1 1.8 -0.8 -1.6 0.3 -0.1
-1.2 1.2 2.4 -0.7 0.4
3 -0.2 -0.8 -1.6 1.3 -0.3
4 -0.2 -0.8 0.4 1.3 0.2
5 0.8 -0.8 -0.6 0.3 -0.1
6 -1.2 2.2 1.4 -1.7 0.2
7 1.8 -1.8 -0.6 0.3 -0.1
8 0.8 -0.8 -1.6 0.3 -0.3
9 -2.2 1.2 2.4 -2.7 -0.3
10 0.8 -0.8 -1.6 1.3 -0.1
11 0.8 -0.8 -1.6 0.3 -0.3
12 -2.2 0.2 1.4 -0.7 -0.3
13 0.8 2.2 1.4 0.3 1.2

Figured. The difference between each score and the item mean, and the overall mean of each participant

In Figure 4t is easier to see which participants devia®st fromthe item means,
which is a simplistic wagf obtaining an Acquiescence impact index. For example,
participant number 13 presesta consistent positive deviation from all the item
means, which could be due to the impact of Acquiescehtaddition, researcher
should be interested in assessing whicitems are affected by acquiescent
responding. This information could be of interest when developing a new test:
items largely affected by acquiescent responses could turn out to be complex items,
or items that the participants do not understand properpye(hapsbecause the
vocabulary is too complex, or the wording is artificidlnese itemscould be

dropped from the test and new items free of acquiescent responspposed
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However, visual inspection ofJ; NJi A OrAwJespdnse® will notlways be

sufficientto detectthese items even if they are present in the set of items.

While the approximationillustrated in figure 4is too simplistic for psychometric
standards, the rationale behinsbur detection method is similar A detailed
mathematical explanabn of the method can be found in subsectitrb (pages33

to 38 of this document)

In order to compute our methodesearches must firstidentify which items define
abalanced set of itemsa set of itemsn whichhalf of the items are worded in one
direction, and the other halfare wordedin the opposite direction Ideally, the items
composing the balanced core should be the onesst impacted by AC, since this
balanced core will define the AC fac. As proposed by ten Berge (1999)ist factor

is dbtained on the basis ofthe first centroid of the residual intecorrelations
between the balanced core of itemis other words, the acquiescence factor can be
understood as a general facttrat canidentify a tendency of general agreement in

each itemand obtain a positive saturation for each one.

Once the centroidhas beenobtained, the unbalanced subset of iten(ise., the
items that were not included in the set of balanced iterhgs to be projected on

the centroidto obtain the loadings for all thiégems.

It shouldbe noted that the centroid is not computed directly from the iniegms
correlation matrix, but from the residualariance/covariancematrix previously
obtained in Step 1 (explained in sub sectibi8.l, page?22 of this document).

Finally in order to obtaina variance/covariancematrix free of response biases
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effects, thereproducedcorrelation matrixthat accounts for AC varianahould be
subtractedfrom the residual matrixobtained in step 1 (i.e., the ongbtained in the
SD controlprocedurg to obtain a second residual matrixariance/covariance

matrix, which isexpected to be free of both biases.

1.3.3. Obtaining content factors

The third step retaia as many content factors as expectbyg performing an EFA
with the residual variace/covariance matrix obtained after the variance of both
biaseshas been removedThere are no restrictions on the methods ftactor
extraction and rotation of theontent factors.in the Psychological Test Toolbwe
decided to implemenMRFAas themethod for factor extractionsince it compugs

the explained common varian@ecounted foreach factor.
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1.4 Practical aplicationsof the method

The method has beeoonsidered of interest in applied research and it bieady
been successfullyapplied to develop several instrumentgshat measue a wide
variety of taits (Cupani & LorenzeSeva, 2016 MasHerrero, MarcePallares,
LorenzeSeva, Zatorre, & Rodrigu€prnells, 2013; Morale¥ives, Camps, &
LorenzeSeva, 2013; RuRamies, Lorenz8eva, MoralsVives, Cosi, & Viglolet,
2014; Saliba, LorenZ®eva, MarcdPallares, Tithann, Zeitouni, & Lehmann, 2016

VigitColet, MoralesVives, Camps, Tous, & Lore&eva, 2013).

The same procedurés also being used to develagher instrumentssuch asthe
INventory of Callousnemotional traits and Antisocial behavior (INCA, Morales
Vives, Cosi, Loren®eva, & VigiColet, in revision) ah the MAturity in Youth

Assessment Sca(®AYAS, manuscript in preparation).
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1.5 Technical implementation

[ S Gta@@withathe first step. ©nsider a questionnaire composed of content
items, whichwas adminisered to » individuals The /m items are a set of items
expected to be related tor content factors £ < m). The questionnaire is only
partially balanced: a subset gfitems is worded in one direction of the trait, armd
subset ofgitems is worded in the opposite direction, whepe-g =m. Also, a set of
h SD items are administed together with them content tems. TheX matrix
containing scores of theindividuals (ke., the responses of all the individuals to the

test) can be partitioned as

N9

5

whereR] contains the scoresn the SD markers amil contains scoresn all the

mcontent items.1] can be partitioned as

N 9

5

wheren contains scoresn the k balanced items, ang contains scoresn a set
of /unbalanced items. The correlation between all the items includedwill be
contained inR Also, ] contains the correlation betweeR items andfj contains

the correlation betweern) items.

The structural model underlying the method assumes that each content itean is
factorially complex measure, determined by: (a) the SD faetor (b) an AGactor

—, and (c) the r content factors-.

& 1T— | — 1 —1— E 1 — -
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For'Q p8¢ andj p8 &, where] is the SD factor loading, is the AC factor
loading,] s are the factor loadings far content factors and s are the residuals,
with zero means and uncorrelated with the factors or one another. As mentioned
above the rfactors are assumed to be uncorrelated with the response bias factors.
Also,the SD factor and ACdtor are expected tde uncorrelated with each other

However, the r content factors can be correlatesith each other

To simplify the model, let us suppose that all the content items amdasue one

latent trait—, thus leading to a model such as

As presentedabove an additional/? set of SD markeraas administered together
with the content items. Their function is to providactorial measures of SD, and

the structural model for these items reduces to

The # SD markersnake it possible to estimatthe loading of the content items on

the SD factor using the Instrumental Variables (IV) technique, which was developed
in the context of factor analysis by Hagglud®§2). First, one of the SD nkars is
taken as a proxijor — and the remainindQ p markers are taken as instrumental
variables. Without loss of gendity we can take the first marker asproxy. From
correlation matrixR, two vectors'} and”} can be defined’} is a column vector of
order 'Q p p that contains the covariance between the proxy and the other

"Q p markers. 7} is a column vector of order Q p p that contains the
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covariance between the content itemhand the other’Q p markers. Then the

loadingof the 7 content items on the SD factor can be estimated as
[N I

where] is the loading of the content item j, and the is the factor loading of the
proxy variable. The value of can be computed from the correlation matrix of the

"OSD markers, or directly defined from a previous study.

This is how the estimate loadings of the SD factor forAheontent items can be
obtained. The loadings for théQ p SD markersare estimated in te same way,

and the loading for the first marker (proxy) can be estimated simply by choosing
another pivot variableOnce the complete vector oh loading estimates hasbeen

obtained, the reproduced correlation matrix is computed as.

The first residuamatrixfy ! which is free of SD impact, is obtained duptracting
the reproduced matrix from the initial correlation matrix between the content

itemsn ! defined as
I 47 44

Letus now go on tothe second stepFor fullybalanced scales, the method is the

following.

Thefirst residual matrix obtained aftethe SD variancéas beersubtraced is used
as the input in the second stage for estimating the loadings on the AC factor. As the
influence of the SD factor has been fialled out, the structural model looks like

this:
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If 7His the first residual matrix obtained after SD variance of the otder & has

been subtractedr) Mis the residual matrix between a set of balanced itemsriThe

whereais the vector of correlations between the variables and their mésues
of a show how much each variable is impacted by AC. A factor loading ridgpix

theorderofd 1 p can be obtained by
n AA EE

where ‘E-yholds the loadings on those common factors that are discarded in the
rank i p solution and - is a diagonal matrix containing the unique factor
standard deviations. Let the rotation matnix be an orthonormal matrix of order

1 p i p .AQ must maximize the congruence between one column of the
product E+f] and vectorH so itis determined by the Korth and Tuckenethod

(1976). LetHand"l be vectors defined as

L I ¢

and
’F‘I "H "H,H 7

Given theeigendecomposition of the matrix
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where £ is an identity matrix and/ is a diagonal matrix with elemerits

E T, the product

A S
leads to a matrix whose last columncontains the loading values of balanced items
on the acquiescence factor, andis a™Q i matrix that can be rotated to show

factor simplicity by any orthogonal or oblique rotation method. Note thats a

factor loading matrix that is free of variancaused by AC responding.

However, if the scale used is only partially balanced, some changes have to be

made
A factor loading matri¥eof the orderd& i p can be obtained by
{1 EE EE

whereny is the covariance matrix obtained after SBriancehas been subtracted
‘E holds the loadings on the common factors that are discarded in the raik
solution and is a diagonal matrix containinthe unique factor standard

deviationsEcan be portioned as

where’E containsthe loading values related to the even set of balanced items and
‘E contains the loading values related to the set of unbalanced itemas$.the
rotation matrix | be an orthonormal matrix of orderi p i p. N must

maximize the congruence betweeme column of the produck i and a VeC'[0F|=,
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so it is determined by the Korth and Tuckeethod (1976) Finally,ij is used to

rotate not onlyE but also the overall matri¥, so that the product

ER s

leads to a matrix whose last columncontains the loading values of balanced and

unbalanced items on the acquiescence factor and a& 1 matrix that can be

rotated to show factor simplicity by any orthogonal or oblique rotation method.

Finally, the third step iso factorize the contert items using the final reproduced
matrix once the impact of both biases have been subtracié@. decided tanclude
Minimum Rank Factor Analysis (MRHEAthe Psychological Test Toolbsice it
computes the explainedcommon variancettributable to eachfactor. However,

anyother extraction method could be usddstead.
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1.6lllustrative example

The aim of the analyses presented in this section iprtivide a short illustrative
data exampleof how our method can be used in applied research to coridland
AC. A much more elaborate study can be foundNavarreGonzalezVigitColet,
Ferrando, and Lorenz8eva (in pressyyhich isincluded in this thesigsee page$8

and @).

In this example, we are going to use the extraversion scaléehef OPERAS
guestionnaire YigitColet, MoralesVives, Camps, Tous, & Lorer&eva, 20183
which contairs seven items and the four SD markers. The questionnaire was
adminisered to a sample 0500responders (54.5% women) with ages ranging from

18 to 51.

The extraversion scale is partially balancedth four positively worded items

6t 68t SRreenybEDF (AydRSt & s2NRBPR AGSYa 6floSt SR

We computediwo exploratory factor analyes on the polychoric correlation matrix:

(1) controlling both biasesdy applying the proedure described aboveand (2) a

regular exploratory factor analystlhat retains only one content factor using the

correlation between the seven extraversion items this way wecomparal the

effects of the correction procedure on the §d&i A OA LI y (i Q &The¥Khisaii 2 NJ 4 O2 N.
Meyer-Olkin (KMO) test was .78, which is considered fale extracted a single

content factor,and obtained aroot mean squares of the residuals (RM8&ue of

.048 For this datasety St f S & Q & considerihg Mddel ¥s acceptabvasan

RMSR value 0049 Theoptimal implementation of parallel analygi§immerman&

LorenzeSeva,2011)suggestd thattwo factorsshould beretained corresponding
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with the variance attributable to the SD and extrasien factors.We believe that
the parallel analysis failed to detect a third facterhichwould be related to an AC
factor) becauseAC accounted forvery little variancein this data.Even s we
decided to apply our method, and to interpret a three dinseanal model: two
dimensionsrelated to SD and A@Gnd a third dimension related to the content

factor (i.e., Extraversion factor).

Table2 shows the factor loadings for the response biases factors and the content

factor.
Table2. Rotated loading matrix
ltem SD AC Extraversion
1. SO -0.301 - -
2.SD + 0.724 - -
3.SD + 0.745 - -
4. SD + 0.801 - -
5 EX + 0.247 0.107 0.594
6. EX + -0.074 0.419 0.651
7. EX 0.156 0.110 -0.685
8. EX + 0.107 0.291 0.741
9. EX -0.107 0.258 -0.501
10. EX -0.091 0.226 -0.676
11. EX + 0.103 0.295 0.470
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As expected, kthe content items have relatively low loadings on the SD factor,

since extraversion items are not usually relatedSD, exceptiters (G L Y GKS f A F S
and soul of the parfy As far as theéAC factors concernedthe loadings are small

to-medium, suggesting that some itenae influenced by AGo some extenm.

Finally, the loadings on the extraversion factor are all high and in the expected

direction.

In regardsto participant€item responsesand factor scores, th@utcomings are
coherent with the expected result$:or illustratve purposes, the answers to the

itemsprovided bythree participants are showin Table 3
Table3. Item answes of three participants

Participant 1  Participant 2 Participant 3

1. DS 1 3 2
2.DS + 4 2 4
3.DS + 5 3 3
4. DS + 5 3 3
5 EX+ 4 5 2
6. EX + 2 4 3
7. EX- 3 5 5
8. EX+ 1 5 2
9. EX- 4 4 4
10. EX- 2 5 4
11 EX + 4 5 3
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At first glanceit is not easy to determine which bias, if any, has an impact on the
scores of the participants. However, a closer look res/saie response patterns:
Participant 1 seems to respontb the SD markers with an extreme response
pattern, answering all positivelworded SD items with eesponse of5, and the
negativelyworded ones with aresponse ofl. Participant 2 tends to agree wittthe
extraversion items regardless of the item content and direction, stheeitem
responses range fromd to 5. Finally,Participant 3 does not show any relevant
response patternn terms ofresponsebiases These suppositions can be verifidy
inspecting LJI NJi A Cfidclodl- sfalied(see Table 4). Factor scoreswith no bias
correctionappliedare presentedn the first colunm of the table and factor scores
when controllingfor SD and AC biases are preseniadhe last column. In addition,

the two central columnshowthe scoreson the SD and AC dimensions.

Table4. Participan& $2ores for each fact, controlling and not controllinfpr biases

Participant Standard FA Controlling response biases
Extraversion SD AC  Extraversion

1 53.67 68.42 51.24 48.02

2 61.05 4781 71.07 53.03

3 41.23 52.96 49.83 41.80

As show, Participant 1 preserg high levels of Sbecause othe answers to the SD

items, but hisscoreson AC andhe content factor are medium. However, when the
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impact of SD and AG not controlled for the Extraversion score (53.67) is higher

than theone obtained when the variancis removeddue to response biases.

Something similar happens wittarticipant 2 He/she presenshigh levels of AC due
to the generattendency toagree show in all content items. Thigendencyis also
reflected in the extraversn score Sincethe scale is almost balanced, the answers
to the positively worded items were counterbalanced with the answers to the
negatively worded onesnda centered scor&vas obtained53.03). However, if the
method is not applied, AC distaertand increasesthe participantQ &core on

extraversion (61.05).

Finally, Participant 3 does notseemto be impacted byeither SD or ACHe/she
presented centered scoreson both biases In addition, he/shepresenteda low
score on extraversion. Since there is ndistortion in the responses of the
participant the factor scoreis almost thesamein both analysesThismeans that
the method to controlSD and AC does not affect the factor score of participants
who did not producebiasedresponses. As we have already pointed out, in our
paper NavarreGonzalez et al. (in pressee pages68 and @ of the present
document), we discussraore elaborate studythat provides greater insight intthe
practical consequences of applying our methimdcontrol SD and AC in applied

research.

44



Introduction

1.6 Psychological Test Toolbox

Psychological Test Toolbox is a program designed for perfofaxplpratoryFactor

Analysis while applying the aforementioned procedure for controlling SD and/or AC.

The program igleveloped in MATLAB environment, anccén bedownloaced in

two ways: (a) as standalone application (only for Windowsased computers),

which requires the installation dhe MATLAB runtime library, availableom the

Mathworks website; (b) as a MATLA#®Ibox, which can be executed by MATLAB

users from the code fileShet 8 @ OK 2 f 2 3 A Olsfrontpayeé id prebehrdd 6 2 E Q

in Figure 5.

[#] Psychological Test Toolbox - X
File Help

Front Page Data View Data Descriptive Statistics Social Desirability Acquiescence Response Bias

Psychological Test Toolbox

David Navarro-Gonzalez, Andreu Vigil-Colet,
Pere J. Ferrando, Urbano Lorenzo-Seva

Release Version 1.09
May 2018

.. =%
gﬁ..

] | d

Research Center for Behavior Assessment
Universitat Rovira i Virgili, Tarragona (Spain)

Figureb. Front page of Psychological Test Toolbox
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One of the main objectivesf the Psychological Test Toolbox was to creategaly
accessible programthat does not require any expertise in statistical or
programming languages like R or MATDAR.developeda simpleGraphical User
Interface GU) using the coding toolsavailable in MATLAB. We designed an
applicationthat was configurable throughseventabs that were organizedin the
logical order of theanalyticalprocessA detailed description of the GUI application
is givenin the paperby NavarreGonzalez (in presgages 65 and 66 of this

document)

The program is free, and it is distributed under General Public License version 3.
Since the initiaVersion in 2016it has beercontinuoudy revised, new featureshave

been addedand bugshavebeenregularlyfixed.

The program is availabld the following website:

https://psico.fcep.urv.cat/utilitats/Psychological TestToolbox

On thiswebsite, researchexwill find extensive documentationbmut the program
and how to use it As mentioned, the program nstantly being revisedsousers

are strongly advisedo check the website regularifthey wish tostay up to date.

A detailed description ofthe usage of Psychological Test Tooltfox example the
inputs required and the output informatigrcan be foundn pages 66 to 67of this
document We have alsaleveloped tutorial videos that help researckarse our

software. These videos can be foudd/ 0 KS awebsite. o I NS Q&
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1.6.1. Procedureand methods included in Psychological Test Toolbox

The program uses the following methods for each part of the analysis:

Univarnate descriptivestatisticsof items.

1 Univariate mean, variance, skewness, and kurtosis

1 Variablecharts for ordinal variablesepresenting the distribution of the

scores for each item.

Dispersion matrices:

1 User defined type matrix

{1 Covariance matrix

{1 Pearson correlation matrix

1 Polychoric correlation matrix (Polychoric algorithm: Olsson ,1979a, 1979b;
Tetrachoric algorithm:Bonett & Price, 2005)If the correlation matrix
happens to be noipositive definite, thesmoothing algorithmproposed by
Devlin and colleagueseeds to be computed (Devlin, Gnanadesikan, &

Kettenring, 1975; Devlin, Gnanadesikan, & Kettenring, 1981)

Asthe analysis is exploratory, agredure for determining the number of faw's to

be retainedis computed

1 Optimal Rrallel Analysis (PA)Thisis an implementation of Parallel Analysis
(Horn, 1965) where it is computed based on Pearson or polychoric
correlation matrices). We implemented Optimal implementation of PA as

proposed bylimmermanandLorenzeSeva2011)
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Factor analysis:

T MRFA: Minimum Rank Factor Analyseén (Berge, 1998ten Berge, & Kiers,
199], ten Berge, Srlgrs, & Zegers, 1981

1 Factor scees for continuous data (ten Berge, Krijnen, Wansbeek, & Shapiro,
1999), and expected-posteriori (EAP) estimation of latent trait scores for

ordinal data

The rotation mé¢hods to obtain simplicity are:

1 Varimax (Kaiser, 1958)
1 Promin (Lorenz&eva, 1999)
1 Semiconfirmatory factor analysis based on orthogonal and oblique rotation

to a (partially) specified target (Browne, 1972a, 1972b)

Some of the idices used in the analysis are:

1 Test on the dispersion matrix: Determinant, Bartlett's test &aiserMeyer-
Olkin (KMQ)
1 Goodness of fit statistics: Goodness of Fit Index (GFI) and Root Mean Square
Error of Approximation (RMSEA)
T {AYLX AOAGE AYRAOSayYy .SyidfSNRa {AYLX AOAI
index (Lorenzeseva, 2003)
1 Mean, variance md histogram of fitted and standardized residuals.
Automatic detection of large standardized residuals.
1 Congruence indefor assessmgthe congruence between the rotated loading

matrix and the user provided target matr(Xucker, 1951)Thethresholds
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proposed byLorenzeSevaand ten Berge(2006) are usedto interpret the

index
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1.7 Objectives anldypothesis

Considering the lack of software that allows usster analyze a dataseind control

for the impact of response biasedd first objective was to create a uskrendly
application thatenablespotential researches to readily develop a questionnaire
using the control bias methogroposed by Ferrando et al. (2009%ince our
intention wasget as many people to useas possible, the program was designed to

be easy to use, andistributedunder a freeware liceres

The second objective was tehow that the procedure implemented in the
Psychological Test Toolbaas useful for two main purposeslated to response

biases.

The first of these was to determine whetherthe procedurecan be usefulfor
assessing the impact of response biasesthe factor structure of selssessed
personality questionnaires,and provide more evidenceabout the distortions
generated by Sdand AC.We hypothesize that thdactor structure of the self
assessed questionnairedll be heavily distorted by the impact of response biases,
and especially by AC, since it generates a bigger distortitime inter-correlation
matrix than SD In addition, controlling the impact of both response biases will
improve thesimplicity and coherence of thiactor structure Among other previous
studies, there i@ paper by Morales/ives, Lorenz&evaand VigitColet(2017)that
analyzed the impact foresponse biases on the factor structure of a personality
inventory. However, theydid not distinguish betweerthe impact of each bias,

which is a limitation that wéopeto overcome
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The secondssueconcerningthe distortion of response biases is thelationship
between response biases and the effects associated with the personality

differentiation hypothesis across ability levels (PDH)

The PDH assumes that people with higher level of ability have a more differentiated
personality structure (Brand,gan, & Deary, 1994Yariousexplanationshave been

put forward to explain the differences in personality postulated by the Ridie of
which isthe differential reliability associated with ability levels (DRAAUstin,
Deary, & Gibson, 1997 which implies that people witla high level of ability
present higher levels of reliability. However, the rationale behind the DRAAL itself is
not entirely clearSome authors suggest that DRAAlcé@ised bythe high amount

of cognitive processing reqed to answer itemsso low-ability individualsmay

have trouble understandingsome items (Austin et al. 1997, 2000)The same
authorsalso proposed that high ability individualsave ad KA 3Kt & OF f A NI G S
that enablesthem to give more meaningful sponses. Other authors proposed that
the DRAAL is related to differences in response sielseflects the effects of SD

or AC(Allik Laidra, Realo, & Pullman®004). The only results in this regard involve
how acquiescenceis associated withintelligence and low levels of education
(Meisenberg & Williams, 2008), arlde extent to whichacquiescence distostthe
factor structures of personality inventories (Rammstedt & Farmer, 2013; Soto et al.,
2008). If lowability individuals have higher levels of cagescence, the factor

structures for those individualsill be different, and this could provide an

explanation for the DRAAL.
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Taking into account thatudhors such aAllik et al. (2004) andAustin, Hofer, Deary,

& Eber(2000) suggested that responseases are responsible for the differential
reliability associated with ability levels (DRAAL), a phenamethat has
implications on the relationship between intelligence and personality
differentiation, our objective was to investigate the relationshiptlveen response
bias and intelligence measures in order to find evidence that supports or refjests
hypothesis.Considering that there is no evidence that SD and intelligence are
related (De Fruyt, Aluja, Garcia, Rolland, & Jung, 206§ the relatioship
between intelligence and acquiescencevsak (Meisenberg & Williams, 2008), our

hypothesis is that response biases will not be digasponsibleor DRAAL.

In our study, we also assessed the individual contribution to the reliability of each
instrument using person fit indices (Ferrando, 2007, 2@D13)in an attempt to

determine the relationship between ingidual consistency and ability.
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2. Method
Each of the objectives was investigated separately and the results are presented in
three separate papersthe method of each one @escribed in detaiin the papes

themselves sohere | will explain thegeneral design of the three papers

The first paper is the presentation of the Psychological Test Toolbox and the
method for controlling response biases, so the methoth this paper is

unconventionallt is essentiallya coding procesfor developing the application.

Once the program was ready, it could be used in applied fields, and this was the
intention of the remaining two papersto use the program to analyze data

containing response bias effects.

For both papers, e participantswere 532 volunteer students (52.6% women),
from four different high schoolsn Tarragona provinceged between 11 and 18

years old (M=145; SD=2.1).

Several instruments were admingsed, including:

1 Overall Personality Assessment Scale (OPERgBColet et al, 2013),
which isa 40-item BigFivelnventory.

1 IndirectDirect Aggression Questionnaire (IDARyizPamies, Lorenz8eva,
MoralesVives Cosi, & VigiColet, 2014), which measures Physical, Verbal
and Indirect Aggression.

1 Barrattimpulsiveness ScalEl for children BIS;Chahin, Cosi, Loren&eva,

& VigitColet,2010; Cosi, Vigolet, Canals, & Loren&eva, 2008), which is
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a selfreport questionnaire for assessing impulsivitg children and
adolescets.
1 Psychological MaturitAssessment Scale (PSYMAS; Movdiess, Camps, &
LorenzaeSeva, 2013), measuring three scales: warmikentation, selfreliance
and identity.
1 The Inventory of Callous Unemotional Traits (IGuick, 2004 Lopez
Romero, GomefFraguela, & Romero, 20lL5desiged to evaluate the
precursors of psychopathy yroungpopulatiors.
T ¢KdZNREG2ySQa tNAYINE aSyialft !'oAftAGASAE ¢S,
de la Cruz, 1989), which evaluates intelligence uBirggsubscales (verbal,
spatial, numerical, reasoning andwd fluency).
T wik@SyQa tNRBRINBIaAGS alGNROSa ¢Sad owl
intelligence free of cultural bias.
1 The information scale of the WAIS intelligence test for adults (Wechsler,

2003), which is an indicator of crystallized intelligence.

Thesecmd paper uses the first two instruments assess the impact of response
biaseson the factor structure of both tests. The third one uses all the measures
except the OPERAS scoresagsess the relationship between response bias and

intelligence.
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Abstract

The effects of response bias in psychological tests have been investigated for vears, the
two most common being Social Desirability (SD) and Acquiescence (AC). However, the
traditional methods for controlling or eliminating the impact of those biases in partici-
pants’ scores have several limitations. Some factor analysis-based methods can overcome
some of these limitations, such as the procedure proposcd by Ferrando, Lorenzo-Seva, and
Chico (2009). Nevertheless, this method involves programming skills that are not common
among applicate researchers or clinicians. Consequently, we have developed a stand-alone,
user-friendly application that an easy way of using the aforementioned method to per-
form a factor analysis which controls for the effect of AC and SD. The program has been
developed in a MATLAB environment and its distribution is entirely free.

Keywords: Response bias, Social Desirability, Acquiescence, Exploratory Factor Analysis,
MATLAB.

1. Introduction

The present paper concerns the exploratory factor analysis of psychological tests. In a typical
psychological test, the person being tested responds to a number of items by stating how well
cach item describes him /her. The responses to these kind of self-reports are susceptible to re-
sponse bias, which is a systematic tendency to answer the items on some other basis than the
specific item content {Paulhus 1991). The two best known response biases in questionnaires
are Acquiescence {AC) and Social Desirability (SD). Acquiescence can be defined as the ten-
dency of responders fo agree with an statement regardless of its content (Paulhus and Vazire
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2005), while social desirability can be defined as people’s tendency to present themselves in a
generally favorable fashion (Holden 2010).

A review of the literature on response biases indicates that AC and SD can impact both the
individual scores and the factorial structure of typical response measures such as personal-
ity traits (Danner, Aichholzer, and Rammstedt 2015; Navarro-Gonzalez, Lorenzo-Seva, and
Vigil-Colet 2016; Rammstedt and Kemper 2011; Rammstedt and Farmer 2013; Soto, John,
Gosling, and Potter 2008) or aggression measures (Becker 2007; Harris 1997; Vigil-Colet,
Ruiz-Pamies, Anguiano-Carrasco, and Lorenzo-Seva 2012), among others. The distortions
generated by these response biases can have a negative impact on personnel selection, in-
dividual assessment, research studies and clinical evaluation (Goffin and Christiansen 2003;
Salgado 2005; Viswesvaran, Ones, and Hough 2001).

Given these findings, test developers often use some type of procedure to control or minimize
the effect of AC and SD when designing questionnaires. However, most of these procedures
are purely descriptive and have some shortcomings due to the ad hoc approaches inherent
in those methods. In recent years, more sophisticated model-based procedures have been
proposed.

Regarding AC, several authors have proposed procedures based on a factor analysis (FA)
model that uses fully balanced sets of items, where half of the items measure in one direction
of the trait and the other half measure in the opposite direction. Some procedures are based
on restricted factor analysis (Billiet and McClendon 2000; Mirowsky and Ross 1991) and
others are based on unrestricted factor analysis Ferrando, Lorenzo-Seva, and Chico 2003;
Lorenzo-Seva and Rodriguez-Fornells 2006; Ten Berge 1999). However, in applied research
it is usual to find scales that are only partially balanced, which makes difficult to apply the
aforementioned procedures. To overcome this limitation, Lorenzo-Seva and Ferrando (2009)
proposed a new method for controlling AC in partially balanced multidimensional scales.

In the case of SD, there have traditionally there are been two different approaches for dealing
with its bias effects. Both approaches are based on administering an SD scale together with
the content scales. The first method consists of using the SD scale to remove individuals with
high scores in SD. This procedure has some limitations. First, removing participants with
high scores in SD does not guarantee that the scores of the other participants are free of SD.
Second, if the content that is being measured is related to SD, then individuals with high
content scores may also be removed.

The second traditional method is known ag “partialling”, which is based on using the SD scale
to partial out the SD effects on the content scale by regressing the SD scores onto the trait
scales of interest and computing a residual score. This approach algo has some limitations.
First, it may remove meaningful variance from the relevant trait. Second, the procedure
assumes that all items are parallel measures of the trait of interest, which is almost never
true.

These limitations may be overcome by using methods based upon factor analysis. Some FA-
based procedures for identifying an SD factor are those proposed by Paulhus (1981) or by
Neill and Jackson (1970). In particular, in Neill and Jackson (1970) procedure SD is identified
by using an SD scale as a marker variable. Ferrando (2005) developed a restricted FA model
by expanding Jackson’s idea to assess simultaneously the effects of AC and SD, thus allowing
these biases to be modelled as additional factors that can be distinguished from the content
factors (Ferrando et al. 2009). This procedure presents certain advantages. First, it removes
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the effect of both response biases from the factor structure, allowing the item structure to be
analyzed once the distortion generated by SD and AC is removed. Second, it provides the
estimated factor scores of the participants, which is a more precise and unbiased estimation
of how the individuals stand with regard to the trait that is to be measured, and this can be
very useful in individual assessment.

The main practical application of the procedure is to be applied in the development of new
questionnaires, but can also be applied a posteriori if the analyzed questionnaire meets the
characteristics described in Section 2.

The procedure has been considered of interest in applied research and it has been successfully
used to develop different questionnaires (Cupani and Lorenzo-Seva 2016; Mas-Herrero, Marco-
Pallares, Lorenzo-Seva, Zatorre, and Rodriguez-Fornells 2013; Morales-Vives, Camps, and
Lorenzo-Seva 2013; Ruiz-Pamies, Lorenzo-Seva, Morales-Vives, Cosi, and Vigil-Colet 2014;
Vigil-Colet, Morales-Vives, Camps, Tous, and Lorenzo-Seva 2013). However, only researchers
with advanced knowledges of psychometrics and MATLAB programming can perform such an
analysis, and this may hinder the wider application of the method.

Taking it into account we have developed a stand-alone application called psychological test
toolbox, which is a user-friendly application that enables the implementation of the procedure
described in Ferrando et al. 2009. It provides an easy way of performing factor analysis by
controlling the effect of AC and SD, thus providing bias-free individual response scores . The
program has been developed in a MATLAB environment (software propriety of MathWorks
®),

R is a popular software among researchers because it is freeware. We have implemented
our software in MATLAB following the same philosophy as in R: any user can download and
use it as a freeware software. We decided to use MATLAB because it is simpler to produce
user-friendly software.

2. Characteristics of psychological tests in order to control SD and AC

The procedure proposed by Ferrando et al. (2009) cannot be applied in any typical response
measure. In order to control SD, a number of items related to SD must be included in
the psychological test. These items are known as SD markers. The greater the number of
markers, the better the procedure is expected to work. However, in applied research the
procedure has been successfully applied with as few as four SD markers. The psychological
test (or questionnaire) must therefore be composed of (a) a short number of SD markers
(at least four), and (b) the setoff items related to the psychological latent variables that the
psychological test aims to assess. The procedure allows more than one latent variable to be
assess and they can be correlated.

In order to deal with AC, the procedure assumes that it should be possible to identify acqui-
escence as a common style factor behind a set of content items that are semantically balanced
(Mirowsky and Ross 1991). In a perfectly balanced scale, with respect to a psychological
trait, half of the items are worded in one direction and the other half in the other. However,
few questionnaires are designed so that exactly half of the items are worded in this way:
most of the psychological tests are only partially balanced. Fortunately, the procedure by
Lorenzo-Seva and Ferrando (2009) helps to handle partially balanced scales (i.e., where only
a few items in the scale are worded in the opposite direction). In partially balanced scales,
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two subsets of content items must be identified: (a) a balanced subset (i.e., a subset of items
where half of the items are worded in one direction and the other half in the other); and
(b) an unbalanced subset (i.e., a subset of items where all the items are worded in the same
direction). It must be noted that the procedure finally removes the variance caused by AC
from all the items in the questionnaire (i.e., from the balanced subset of items, but also the
unbalanced subsets of items).

An example of a psychological test that includes SD markers and partially balanced content
items is OPERAS (Vigil-Colet et al. 2013). This test includes 4 SD markers, and 35 content
items of which 18 are reversed. This psychological test assesses the individuals’ scores for 5
latent variables. It must be noted that a psychological test that does not include SD markers
but which does have (partially) balanced content items can only control for AC; whereas a
psychological test that includes a number of SD markers, but with all the content items worded
in the same direction, can only control SD. Finally, the procedure proposed by Ferrando et al.
(2009) is based on two strong assumptions: (a) AC and SD measures are assumed to be
uncorrelated from the content factors and from each other; and (b) AC is assumed not to
operate in pure SD markers. As a consequence, SD and AC can be controlled in consecutive
and separate steps. In Section 3.1 we present how SD can be controlled using the SD markers,
and in Section 3.2 and Section 3.3 we describe how AC can be controlled in partially balanced
scales. In Section 4 we discuss some of the existent similar software. In Section 5 we present
our stand-alone package for computing the procedure.

3. Model overview

3.1. Controlling social desirability

Let’s consider a questionnaire administrated to n individuals and composed of m content
items. The m items are a set of items expected to be related to » latent content variables
(r < m). The questionnaire is partially balanced: a subset of k items is worded in one
direction of the trait, and subset of [ items is worded in the opposite direction, where k+1 = m.
Additionally, a set of A SD markers are administrated together with the content items. The
X matrix containing scores of the n individuals (i.e., the responses of individuals to the test)
can be partitioned as

X = [X*(X] (1)

where X*¢ contains the scores in the SD markers and X¢ contains scores related to all the m
content items. X ¢ can be partitioned as

Xe = [X?|XY] (2)

where X® contains scores related to an even set of k balanced items, and where X* contains
scores related to a set of [ unbalanced items. The correlation between all the items included
in X will be contained in R. Also, R contains the correlation between X¢ items and R*%
contains the correlation between X *¢ items

The structural model assumes that each content item to be factorially complex measure,
determined by: (a) the SD factor 6°¢, (b) an AC factor #%, and (c) the » content factors 6°

Xij = 0,08 + 0,08 + 865 + Bjob% + - .. + Bjnb5, + 535 (3)
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fori=1...nand j =1...m, where d is the SD factor loading, « is the AC factor loading, 8s
are the factor loading for » content factors and the s are the residuals, with zero means and
uncorrelated with the factors or one another. As mentioned above, the » factors are assumed
to be uncorrelated with the response bias factors. Also, the SD factor and AC factor are also
expected to be uncorrelated with each other. However, the » content factors can be correlated
among themselves.

To simplify the model, let us suppose that all content items in the questionnaire are measuring
a one-dimensional trait 6¢, thus leading to a model such as

Xij = 0,68 + ;07 + Bs05 + 4. (4)

Consider now the additional set of h items designed to be pure measures of SD, which are
administrated together with the content items. Their function is provide factorially simple
measures of SD, and the structural model for these items reduces to:

Xy = G0 L e (5)

The h SD markers allow the loading of the content items on the SD factor to be estimated
using the Instrumental Variables (IV) technique. This technique was developed in the context
of factor analysis by Hégglund (1982). First, one of the SD markers is taken as a proxy for
65¢ and the remaining h — 1 markers are taken as instrumental variables. Without loss of
generality we can take the first marker as proxy. From correlation matrix R, two vectors ry
and rj can be defined. ry, is a column vector of order (h — 1) x 1) that contains the covariance
between the proxy and the other & — 1 markers. rj is a column vector of order (h —1) x 1
that contains the covariance between the content item 5 and the other A — 1 markers. Then
the loading of the m content items on the SD factor can be estimated as,

A

=
dp= rorh(rIrh) 1. (6)

where Sj is the loading of the content item j, and the ¢; is the factor loading of the proxy
variable. The value of é; can be computed from the correlation matrix of the A SD markers,
or directly defined from a previous study.

This is how the estimate loadings of the SD factor for the m content items can be obtained.
The loadings for the h — 1 SD markers are estimated in the same way, and the loading for
the first marker (proxy) can be estimated simply by choosing another pivot variable. Once
the complete vector of m loading estimates ¢ have been obtained, the reproduced correlation
matrix is computed as 88 7.

The first residual matrix S€, which is free of SD impact, is obtained by substracting the
reproduced matrix from the initial correlation matrix between the content items R°, defined

as
8¢ =R°—40". (7)

3.2. Controlling acquiescence: Method for fully balanced scales

This first residual matrix obtained after subtracting SD variance is used as the input in the
second stage for estimating the loadings on the AC factor. As the influence of the SD factor
has been partialled out, the structural model looks like this:

Xij = o407 + 5307 + €45 (8)
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If S¢ is the first residual matrix obtained after substracting SD variance of the order m x m,
S? is the residual matrix between a set of balanced items. Then

a=8%1(17s%1)"1/2 (9)

where a is the vector of correlations between the variables and their mean. Values of a
show how much each variable is impacted by AC. A factor loading matrix Bj of the order of
m X (r + 1) can be obtained by

S* = BBy + MM, + ¥2 (10)

where M, holds the loadings on those common factors that are discarded in the rank—(r + 1)
solution and Wy is a diagonal matrix containing the unique factor standard deviations. Let
the rotation matrix W be an orthonormal matrix of order (r+4 1) x (r+1). W must maximize
the congruence between one column of the product MW and vector a, so it is determined
by the method of Korth and Tucker (1976). Let d and w be vectors defined as

d= (BB 'Bja (11)
and
w=d(d"d)"%2, (12)
Given the eigendecomposition of the matrix
I-ww' = WAW' (13)
where I is an identity matrix and A is a diagonal matrix with elements §; > dy > ... >
dr41 = 0, the product
ByW = [8|q] (14)

leads to a matrix whose last column « contains the loading values of balanced items on the
acquiescence factor, and 3 is a k& x r matrix that can be rotated to show factor simplicity by
any orthogonal or oblique rotation method. Note that 3 is a factor loading matrix that is
free of variance caused by AC responding.

3.3. Controlling acquiescence: Method for partially balanced scales

A factor loading matrix L of the order of m x (r 4+ 1) can be obtained by
§¢ = LL" 4 NMM' 42 (15)

where S¢ ig the covariance matrix obtained after substracting SD variance, M holds the
loadings on the common factors that are discarded in the rank—(r 4 1) solution and ¥ is a
diagonal matrix containing that unique factor standard deviations. L can be portioned as

Ly
L= {L—u

(16)
where Lj contains the loading values related to the even set of balanced items and L, contains

the loading values related to the set of unbalanced items. Let the rotation matrix U be an
orthonormal matrix of order (r + 1) x (r +1). U must maximize the congruence between one
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column of the product LyU and vector a, so it is determined by the method of Korth and
Tucker (1976). Finally, U is used to rotate not only L but also the overall matrix L, so that
the product

LU = [3]a] (17)

leads to a matrix whose last column « contains the loading values of balanced and unbalanced
items on the acquiescence factor and 3 is a m X r matrix that can be rotated to show factor
simplicity by any orthogonal or oblique rotation method. If T, is a r X r rotation matrix, the
rotated loading matrix related to the content factors is obtained by

Pywi= BT, (18)
while the correlation matrix between factor scores is obtained by

&, =T HTH (19)

The hull procedure is summarized in Figure 1.

4. Software packages available to compute FA controlling response bias

Factor analysis is implemented in most software packages. As a stand-alone package, among
the most widely used freeware is FACTOR (Lorenzo-Seva and Ferrando 2013), which im-
plements several methods for computing factor analysis including some of the most recent
methodological developments. The most common R distribution package for computing factor
analysis is probably the psych package (Revelle 2016), which also contains several configura-
tion options, and is up to date in methodological developments. Both options are really good
tools for computing FA, and are clearly more configurable than psychological test toolbox in
terms of the number of procedures available for the user to choose. However, none of them are
able to control response biases in their procedures, which is the main reason that we created
our tool.

Regarding the response bias function, there are certain other factor analysis procedures for
assessing the impact of Acquiescence or Social Desirability. However, to the best of our
knowledge, none of those methods are available for distribution via R package or any other
software. The only way some of the aforementioned methods can be used is by manually
calculating all the computing steps with the equations provided in the articles.

The only similar tools for controlling response bias are correctors in specific instruments,
which are designed solely to provide the participant’s factor scores for the specific version of
a given questionnaire.

5. Psychological test toolbox: Computing FA controlling response bias

5.1. Overall description of psychological test toolbox

As mentioned previously, psychological test toolbox is a program designed for performing
factor analysis while controlling the effect of both AC and SD or only one of these biases.
The program was developed in a MATLAB environment (software propriety of MathWorks
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Correlation matrix between invidual’s response
R

Control SD?

At least 4 SD markers are provided to obtain the estimate loadings
of SD

)
i No

The residual matrix is obtained by substracting the reproduced
matrix from the initial correlation matrix
SC

l

Control AC?

A

1 Yes

Define the balanced set of items and compute the correlations
between the variables and their mean using the balanced set
a

:

Once the factor loadings have been obtained, rotate all them,
including the unbalanced ones, in order to obtain the final loading
matrix
a

No

}

Rotate the content loadings matrix 8
P, ; PHI,

Figure 1: Procedure for controlling social desirability, acquiescence or both.

@i’), and it is released in two formats: as stand-alone application (only for Windows-based

computers) and also as a MATLAB toolbox, which can be executed by MATLAB users on any
operating system which supports MATLAB.

The program is free, it only requires the installation of MATLAB Compiler Runtime (MCR)
for R2017a, which is also free and is available from MathWorks ® website.

5.2. Procedures implemented in psychological test toolbox

It is important to mention that this project contains more than one hundred of computing
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functions, including the principals and the secondary ones (invoked by the primaries), so it
is not practical to list them all in this article. However, we make an effort to comment each
one in the code, especially the primaries, to describe their usability. Also, in the principal
function (PsychologicalTestToolbox.m), all the objects and the functions embedded have a
comment line to guide the MATLAB user during the calculation process.

To obtain a summary of the functions used in the program, the MATLAB user can introduce
the following command line in the MATLAB prompt:

MATLAB> addpath 1ib
MATLAB> help 1ib

Regarding the authorship of the functions used in the program, the vast majority of them
are entirely written by members of our research team. The only exception are some internal
computing functions present in the polychoric matrix calculation, which were originally cre-
ated by Beasley and Springer (1977), Brown (1977) and Donnelly (1973). Also, if the code
is based on a method proposed by a certain author, this is mentioned in the code itself or in
the reference section if the contribution to the calculation is significant

4 Psychological Test Toolbox — X
File Help

FrontPage Data View Data Descriptive Statistics Social Desirability Acquiescence Response Bias

Enable Social Desirability control function

Number of previously excluded items: 0

Number of content items: 23 Number of SD items: -

Content Items SD ltems

1.PA- A 2 SD+ B
3 IA+ 8 .SD +

4 1A+ 13.8D +

5 VA- 21.8D +

6 PA+
7 VA +
9 VA +
101A -
111A+
12.VA -
141A -
15.VA +
16.1A -
17.PA -
181A + v v

Ll

M Visualize Labels

Figure 2: Determining the social desirability markers.

The program allows to compute factor analysis to be computed using different kinds of
dispersion matrices, including covariance matrices, Pearson correlation matrices and tetra-
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choric/polychoric correlation matrices. The suitability of the dispersion matrix is assessed by
three tests: the determinant of the matrix, Barlett’s test, and the Kaiser-Meyer-Olkin index.

The number of factors to be retained has to be specified, and the Optimal Implementation
of Parallel Analysis (PA) (Timmerman and Lorenzo-Seva 2011) can be computed to assess
which number of factors is suitable. The eigenvalues of the dispersion matrices and Cattell’s
scree test are also generated.

For factor analysis, the program uses two procedures: unweighted least squares (ULS) and
minimum rank factor analysis (MRFA) (Ten Berge and Kiers 1991). For assessing the model’s
goodness of fit, the program provides the Goodness of Fit Index (GFT), the Root Mean Square
of Residuals (RMSR), and descriptive of statistics of the distribution of residuals.

Regarding rotation methods, the program includes Varimax (Kaiser 1958) and Promin (Lorenzo
Seva 1999), which is an special case of simplimax (Kiers 1994), for assessing orthogonal and

oblique solutions respectively. For assessing semi-specified target rotation it provides the
methods developed by Browne (1972a) and Browne (1972b).

After the rotation phase, psychological test toolbox provides Bentler’s simplicity index (Bentler
1977) and Lorenzo’s-Seva simplicity (Lorenzo-Seva 2003) for assessing the level of simplicity
attained in the rotated solution. Also, if the target matrix is provided, the congruence in-
dices between the rotated solution and the expected solution are given, thus providing the
congruence for each item and for each factor as well as the overall congruence.

Factor scores are computed by an improved implementation of Bayes EAP estimation de-
scribed in Ferrando and Lorenzo-Seva (2016), which also provides the standard error of pre-
diction for all responders.

The missing values were processed using the Multiple Imputation of missing values described
in Lorenzo-Seva and Van Ginkel (2016).

5.3. Design of the user interface

The design of the graphic user interface (GUI) was one of the most important phases in
the development process because one of the main objectives of psychological test toolbox
was to create a very accessible program. We tried to develop a simple GUI using the tools
that provided by MATLAB language and divided the hull application into 7 tabs which are
organized according to the logical order of the analyzing process. The name and description
of each tab are as follows:

1. Front Page: This is the first tab displayed and indicates the name of the program, the
authors and the current version of the program.

2. Data: The user uses this tab to import the data that will be used in the analysis. Once
it is imported, the user can exclude certain items.

3. View Data: This tab displays the imported data, that could be useful for doing some
checking without having to open the file externally.

4. Descriptive Statistics: The user can make certain changes to the configuration of the
analysis such as changing the dispersion matrix that will be used or setting up Parallel
Analysis. Also, the descriptive statistics section can be computed and displayed in this
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