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Abstract Group discounts are used by vendors and

authorities to encourage certain behaviors. For exam-

ple, group discounts can be applied to highway tolls

to encourage ride sharing, or by museum managers to

ensure a minimum number of visitors and plan guided

tours more efficiently. We show how group discounts

can be offered without forcing customers to surren-

der their anonymity, as long as customers are equipped

with some form of autonomous computing device (e.g.

smartphone, tablet or computer). Specifically, we pre-

sent a protocol suite for privacy-aware group discounts

that allows a group of customers to prove how many

they are without disclosing their identities. The group

does not need to be a stable one, but can have been

formed on the fly. Coupled with an anonymous pay-

ment system, this makes group discounts compatible

with buyer privacy (in this case, buyer anonymity). We

present a detailed complexity analysis, we give simula-

tion results and we report on a pilot implementation.
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1 Introduction

Group discounts are offered by vendors and also public

authorities to encourage consumers (or citizens) to clus-

ter in groups when using services. Dealing with groups

of consumers (rather than with a single consumer at

a time) can lead to more efficient use of the available

resources, less impact on the environment or other spe-

cific benefits. Two representative examples of group

discounts are the following: 1) group tickets for mu-

seums, stadiums or leisure parks, which may allow ser-

vice providers to plan activities more efficiently ahead

of time; 2) discounted highway tolls or parking fees for

high-occupancy vehicles (HOVs), which aim to reduce

traffic congestion and pollution.

Although it is common and simplest for vendors to
require all group members to identify themselves, we

observe that the privacy loss this inflicts on consumers

is not really justified in most applications. We make

the assumption that normally the only relevant feature

about a group is the number of its members, rather

than their identities or other features. Other features

that might sometimes be of interest are the age of the

participants, their location or whether they are physi-

cally together or not.

Certifying that a group of people is of a minimum

size, along with other features of the group, such as its

members being physically close to each other, is triv-

ial in a face-to-face setting with a human verifier who

can see that the required minimum amount of people is

present (although even in this case the human verifier

could be tricked by colluding groups). However, check-

ing the size of a group becomes far from obvious for

an automatic verifier or in an on-line setting, especially

when considering the anonymity of group members.



2 Josep Domingo-Ferrer et al.

In this paper, we propose a method to certify the

number of members in a group formed on the fly, while

preserving the anonymity of the members and with no

specific dedicated hardware requirements. Namely, our

mechanism only requires every group member to have

a computing device with some communication capabil-

ities, e.g. a smartphone. Also, we explore the option

to include payment in our proposed system, which is

necessary for group discounts. We complete the descrip-

tion of our method with a possible anonymous payment

mechanism, based on scratch cards.

Our group size accreditation method is based on

an identity-based dynamic threshold (IBDT ) signature

scheme, namely a variant of the second protocol pro-

posed in [24], but adapted to the asymmetric pairing

setting.

The rest of the paper is structured as follows. Sec-

tion 2 presents related work on group size accredita-

tion systems and on advanced cryptographic signatures.

Section 3 presents cryptographic background, a review

of relevant anonymous payment systems and a review

of relevant communications technologies (communica-

tions should be short-range in applications where one

wants to check that the group members are physically

together). Section 4 describes the new IBDT primi-

tive, states its security model, instantiates the primi-

tive, gives a theorem on its security and discusses the

choice of parameters for implementation. Section 5 in-

troduces the key management scheme used in our pro-

posal. Section 6 describes our group size accreditation

method, including the required entities and protocols.

The security and the privacy of our method are ana-

lyzed in Section 7. In Section 8, we give a complex-

ity estimation of our approach and describe precompu-

tation optimizations. Section 9 presents simulation re-

sults. Section 10 describes a use case implementation of

our system, focused on parking tolls for high-occupancy

vehicles. Finally, Section 11 summarizes conclusions.

The Appendix contains the proof of the IBDT security

theorem and discusses details on how to combine the

IBDT primitive with our key management proposal.

The protocol suite introduced here is a generaliza-

tion of a specific protocol for high-occupancy vehicle

toll discounts for which we filed patent [20]. A previ-

ous and partial conference version of this paper was

presented in [19]. Sections 2, 3.1, 4, 9, 10 and the se-

curity proof in the Appendix are entirely new to this

journal version. Furthermore, we now use asymmetric

pairings (instead of the symmetric ones in the prelimi-

nary version), which have a more efficient arithmetic for

the same security level [14], especially since the recent

attacks to the discrete logarithm problem [25].

2 Related Work

2.1 Group size accreditation systems

In order to offer group discounts, a system to count

group members is needed. This system must be robust

against cheaters, because cheating endangers the bene-

fits of group discounts outlined in the previous section.

The traditional solution is to have an employee count

the number of members in each group. This approach

may be good in some cases, such as small events, but

when lots of people participate and/or a short response

time is needed, such as in HOV lanes, automated mech-

anisms are essential.

Automated mechanisms may involve using cameras,

detecting the users’ mobile devices, etc. Unfortunately,

most of these systems are not privacy-aware: beyond

counting members, they allow identifying them. Worse

yet, some technologies that invade privacy, such as ca-

mera-based ones, can still fail to identify cheaters [12].

A mechanism that is highly effective against cheaters is

described in [16], in which dedicated devices installed

in cars count and recognize drivers and passengers by

measuring the strength of the Bluetooth or WiFi sig-

nal of their mobile devices. In this case, counting the

occupants of vehicles is done to grant access to HOV

lanes. This mechanism, though, requires installing spe-

cial hardware in cars and identifies the occupants of the

vehicle. So, while it does prevent cheating, it still poses

a privacy risk to the users.

To the best of our knowledge, no mechanisms have

been proposed that effectively and unequivocally ascer-

tain the number of members of a group while preserving

member anonymity and not requiring specific hardware.

2.2 Related cryptographic techniques

We address the problem of a dynamic group of users

(formed on the fly) proving its size t in an anonymous

way, where t is some publicly declared value. In our

system, users have unique identifiers (e.g. their national

ID card numbers). When a group of users accredits its

size using our protocol, the only information that is

revealed about the group members is the set of the j-th

digits of their unique identifiers, which are all different,

for some j, as well as the value j. Assuming the unique

identifiers are ` decimal digits long, there are up to

10`−1 users sharing a certain value of the j-th digit,

so anonymity is well preserved. More specifically, the

probability to identify a group of t users given that

only the j-th digits of their identifiers are known and

all these j-th digits are different is 10−(`−1)t. The reason

is that, when the j-th digits of the t group members are
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fixed, known and all different, there are 10(`−1)t possible

assignments for the remaining (` − 1) × t digits of the

t identifiers, and each assignment yields a different set

of t identifiers (there are no repeated identifiers, since

the j-th digits are all different).

To achieve the goals in the previous paragraph, we

make a special use of an IBDT signature scheme (see

Section 4.2 for a description of it and Section 5 on

how we use it in our protocol). There are other crypto-

graphic techniques offering some of the three desirable

features mentioned above (member counting, anonymity

and dynamicity), which we discuss below.

– Our same IBDT signature scheme could be used in

a different way, to directly prove that t out of n pos-

sible signers have collaborated to sign a document,

where the group of n possible signers is dynami-

cally chosen. The shortcoming is that IBDT signa-

tures reveal the set of n signers who can collaborate

to produce a signature. Therefore, the anonymity

level is at best
(
n
t

)−1
(this best case occurs when

the subgroup of t signers is not leaked, which is an

additional security feature which is not satisfied by

every IBDT signature scheme).

– Threshold ring signatures also allow making sure

that at least t users out of n have collaborated to

compute a signature. However, the public keys of

the users are not identities, which makes key man-

agement more complicated. Identity-based thresh-

old ring signatures would be a better solution, but

again the anonymity level achieved would be at most(
n
t

)−1
.

– Zero-knowledge proofs could be used to prove knowl-

edge of t-out-of-n secret keys out of a group of n

keys. There are several alternatives to prove this

under different assumptions, but to the best of our

knowledge, they are all linear in n. Indeed, one al-

ternative is to prove this using Groth-Sahai NIZK

proofs [23] in bilinear groups and improvements the-

reof which specifically try to improve GS proofs for

this type of ”threshold statement” [34,21]. In this

case, all the proofs are linear in n. On the other

hand, we note that the recent extremely efficient

quasi-adaptive NIZK proofs in bilinear groups ([26],

and improvements thereof [27,29]) allow only prov-

ing membership in linear spaces of a discrete-logarithm

group G or are designated-verifier [1], and we do

not know how to use them to prove this type of

threshold statement (or more generally, to prove

”knowledge” of a witness). Further, approaches in

the random oracle model, like the sigma protocol

to prove threshold statements of [15], also result in

a linear proof. Finally, one could use succint non-

interactive arguments of knowledge (SNARKs) to

prove such statement in constant size, but these are

based on very strong and controversial hardness as-

sumptions (knowledge-of-exponent type of assump-

tions) which we prefer to avoid. In summary, with

zero-knowledge proofs, the proof size would be lin-

ear in n and the anonymity level would be also at

best
(
n
t

)−1
.

– Distributed group signatures do offer anonymity.

However, the groups in such signatures cannot be

created on-the-fly (rather, each group has a man-

ager). Note that although in the literature of group

signatures one can find solutions in what is called a

“dynamic group setting” [3,28], the groups are al-

ways controlled by a manager who distributes the

keys to group members. In this context, the term

dynamic refers to the fact that users may join or

leave the group after setup, while we want groups

to be created on-the-fly by the users themselves.

Hence, direct application of any of the above crypto-

graphic techniques provides at best an anonymity level(
n
t

)−1
. For this level to match the one offered by our

scheme
(
n
t

)
should be as large as 10(`−1)t, which de-

mands a large n. While choosing a large n is good for

privacy, it takes a heavy toll on the efficiency of any of

these solutions. Indeed, in the public-key setting, the

verifier must have access to at least the n public keys

that define the ring, plus the corresponding certificates.

On the other hand, identity-based solutions avoid the

public key and certificate management problem but, in

all of their instantiations in the literature, the public

parameters define some upper bound on n, called here-

after n′, so that a) either the size of the signature (or

the size of the zero-knowledge proof) is at least linear

in n′ —which makes verification slow—, or b) the size

of the secret key is at least linear in n′1.

Although we run into a similar problem when us-

ing as a building block an IBDT signature scheme (our

IBDT signature scheme has a constant-size signature

but the size of the secret keys depends on n′), by us-

ing a more complex key management, we can set n′ to

be equal to the largest group size t′ that makes sense

in the specific application under consideration. In most

applications, the largest possible group size t′ is much

smaller than the total number of possible signers (in

the vehicular application, t′ is the maximum number of

people that can travel in a vehicle).

The reason why in our solution we can choose n′ to

be independent of the privacy level is that we obtain

anonymity not from the cryptographic primitive itself

but by defining the protocol in such a way that it only

1 Even if there are ring signatures of constant size [18], we
are not aware of constant-size identity-based threshold ring
signatures.
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reveals one digit of the signers’ identity, as sketched in

the first paragraph of this section.

Finally, we justify the use of an IBDT signature

instead of t copies of a normal identity-based signa-

ture, each separately computed by a different user. The

downside of the latter option is that it is more costly for

the verifier. Indeed, each signature verification involves

computing pairings, which are very expensive opera-

tions. Hence, with t separate signatures, the number

of pairings to be computed is linear in t, whereas it is

constant when verifying one IBDT signature.

3 Background

3.1 Preliminaries

We use asymmetric bilinear pairings, which are map-

pings e : G1 × G2 → GT such that (G1,G2,GT ) are

multiplicative groups2 of prime order p, e is efficiently

computable and it holds that e(ga1 , g
b
2) = e(g1, g2)ab for

any (g1, g2) ∈ G1 × G2, a, b ∈ Z and e(g1, g2) 6= 1GT
whenever g1 6= 1G1

and g2 6= 1G2
.

We will treat vectors as column vectors. For any α =

(α1, . . . , αn)> ∈ Znp , and any element g of a group Gi,
gα stands for (gα1 , . . . , gαn)> ∈ Gni . The inner product

of a, z ∈ Znp is denoted as 〈a, z〉 = a>z. Given ga and

z, (ga)z := g〈a,z〉 is computable without knowing a.

For equal-dimension vectors A and B of exponents or

group elements, A ·B stands for their component-wise

product. Given a set S ⊂ Zp, and some i ∈ S, the i-th

Lagrange basis polynomial is ∆S
i (X) =

∏
j∈S\{i}(X −

j)/(i− j).
We will use the following complexity assumption on

the hardness of the asymmetric n-Diffie-Hellman Ex-

ponent problem, which is an adaptation of the n-Diffie-

Hellman Exponent problem in [10] to asymmetric bilin-

ear pairings and which can be proven generically hard

following a result of [8].

Definition 1 In an asymmetric bilinear pairing G =

(G1,G2,GT , e) of prime order p, the asymmetric n-

Diffie-Hellman Exponent (asymmetric n-DHE) problem

is defined as follows: given a tuple

(g1, g
γ
1 , g

γ2

1 , . . . , gγ
n

1 , gγ
n+2

1 , . . . , gγ
2n

1 , g2, g
γ
2 , g

γ2

2 , . . . , gγ
n

2 )

where γ ← Zp, g1 ← G1, g2 ← G2, compute gγ
n+1

1 .

2 When discussing asymmetric bilinear pairings, the term
group is used in its algebraic acceptation. Otherwise, in this
paper we use group in its ordinary acceptation of a number
of persons or entities.

3.2 Signature schemes

The proposed group size accreditation method relies on

a new cryptographic primitive called identity-based dy-

namic threshold (IBDT) signature scheme. This primi-

tive combines the properties of threshold signatures and

identity-based cryptography, which are reviewed next.

Threshold cryptography, specifically a threshold sig-

nature scheme, typically relies on t-out-of-n secret shar-

ing schemes, such as the ones introduced in [5] and [36]

by Blakley and Shamir, respectively. What defines a t-

out-of-n threshold signature scheme is the requirement

that t secret keys (and hence t different participants),

out of n distributed secret keys, are used to produce

valid signatures, which are then verified using a unique

master public key. The IBDT primitive additionally has

the property that the threshold t is dynamic and cho-

sen (and declared) when each signature is computed,

instead of being a public parameter chosen at set-up

time. It is this feature, i.e. choosing and declaring the

number of signers to produce a valid signature, what

allows us to certify the number of members of a group.

Identity-based cryptography allows the use of arbi-

trary strings, typically related to the identity id of an

entity, such as the name or the email address of some

user, as the public keys in asymmetric cryptographic

schemes. Identity-based cryptography was theorized by

Shamir in [37] in 1985 as a response to the increasing

complexity of PKIs, but the first instantiation, based on

the Weil pairing, was developed by Boneh et al. in [9]

in 2001. A certification authority (CA) uses then the

identity id of the user as her public key ikid, to com-

pute her associated secret key skid. Identity-based pub-

lic key signature schemes offer a great flexibility in key

generation and management. We leverage this feature

in our group accreditation method and, particularly, in

our key distribution mechanism.

3.3 Anonymous payment mechanisms

The method we present in this paper allows a group to

prove its size anonymously. When this is done to obtain

a group discount, group members must thereafter pay

a fee that depends on the group size. After preserving

member anonymity in the proof of the size, it would be

pointless to pay the fee using a non-anonymous pay-

ment protocol (such as credit card, PayPal, etc.).

Therefore, we rely on anonymous payment mech-

anisms together with our group accreditation method

to provide anonymity to group discounts. While these

mechanisms are not the focus of the present work, we

provide a short list of candidate methods, electronic or
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not, that can fulfill our requirements. The simplest ap-

proach for an anonymous payment method is to use

cash. While this is the most straightforward strategy, it

is not suitable for on-line transactions. Electronic cash

protocols, such as [13] and newer and more sophisti-

cated approaches are a good candidate for this role.

However, to the best of our knowledge, there is no fully

deployed e-cash mechanism of this sort which we could

resort to. Nowadays, Bitcoin [32] is a well-established

electronic currency and, although it is not anonymous

by design [35], it can be a good solution if accompa-

nied by careful key management policies. Also, exten-

sions of the original protocol such as Zerocoin [31] or

the more recent and significantly faster Zerocash [4],

provide anonymity by design.

For completeness, we propose in this work to adopt a

much simpler approach, based on prepaid scratch cards

that users can buy at certain points of sale using cash

(for maximum anonymity). Each such card contains a

code Pay.Code which the card provider will associate

with a temporary account holding a fixed amount spec-

ified by the card denomination. A well-known example

of this type of prepayment system that can be used to

buy on-line services and products at a variety of ven-

dors worldwide is Paysafecard [33].

3.4 Communication technologies

Communication among the members (their devices) of

a group is required to participate in our accreditation

mechanism. Additionally, at least one of the group mem-

bers has to be able to communicate with the automated

verifier. The choice of the communication technologies

heavily depends on the kind of service our accredita-

tion mechanism is used for. For example, deploying our

method in an on-line store has different communica-

tion requirements (and probably different functional re-

quirements) than deploying it in a toll station. More-

over, if the verifier wants to learn not only the num-

ber of group members, but also if they are physically

together, the choice of communication technologies be-

comes more restricted.

In the on-line setting, we propose to use anonymous

communication channels, such as the Tor network, to

communicate with the verifying entity. Since physical

closeness is not very relevant in the on-line world, our

accreditation method needs only to be used to prove

the size of the group.

The full potential of our mechanism can be lever-

aged in a physical setting, such as a toll station in high-

occupancy lanes, where, beyond verifying the group size

with our method, the choice of communication tech-

nologies can help verifying that the group members are

physically together. For these cases, short-range com-

munication technologies, such as NFC, Bluetooth or

WiFi, are suitable. It is desirable that communication

establishment be fast and not too cumbersome to the

user.

We propose using Bluetooth, and in particular Blue-

tooth Low Energy (BLE, [6]) to communicate with the

verifying device. BLE solves some of the main limita-

tions of traditional Bluetooth, i.e. it reduces detection

and bonding times, requires much less work by the user

than NFC and has a shorter range than both Bluetooth

and WiFi, which is desirable in a method like ours.

Specifically, while a Bluetooth connection can reach as

far as 100 m if using Class 1 chips, smartphones carry

Class 2 Bluetooth chips, which provide ranges of about

10 m. Furthermore, Bluetooth is heavily affected by

physical obstacles and the effective ranges will typically

be less than 10 m. Such a range is appropriate for smart-

phones to communicate with the verifying device with-

out suffering interference from any smartphone that is

not in the very close vicinity (e.g., that is not in the

car in the case of toll discounts). As far as availabil-

ity is concerned, BLE is implemented by most major

smartphone manufacturers.

Regarding communication between the smartphones

of group members, we propose to rely on NFC. Given

the effective range of NFC (about 2 to 5 cm in smart-

phones), group members cannot collaborate in the pro-

tocol unless they are very close to each other (i.e. they

have to sit in the same car in the case of toll discounts).

4 Identity-Based Dynamic Threshold

Signatures

We present here our new cryptographic primitive that

combines dynamic threshold signatures and identity-

based signatures. An identity-based dynamic threshold

signature IBDTS = (IBDT.Setup, IBDT.Keygen, IBDT.-
Sign, IBDT.Comb, IBDT.Verify) consists of five proba-

bilistic polynomial-time (PPT) algorithms:

– IBDT.Setup(1λ, ID, n) is the randomized trusted set-

up algorithm taking as input a security parameter

λ, a universe of identities ID and an integer n ∈
poly(λ) which is an upper bound on the size of the

threshold policies. It outputs a set of public param-

eters pms (which contains λ, ID and n), as well as a

master secret key msk and the corresponding master

public key mpk. An execution of this algorithm is de-

noted as (pms,mpk,msk)← IBDT.Setup(1λ, ID, n).

– IBDT.Keygen(pms,mpk,msk, id) is a key extraction

algorithm that takes as inputs the public param-

eters pms, the master keys mpk and msk, and an
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identity id ⊂ ID. Since in what follows we use only

one identity-based public key per user, we can as-

similate this key to the user’s identity and denote

it as id; from Section 4.4 onwards, we will attribute

more than one identity-based public key to each user

and we will need to denote the identity-based pub-

lic keys in a different way. The output of the key

generation algorithm is a secret key SKid. We write

SKid ← IBDT.Keygen(pms,mpk,msk, id) to denote

an execution of this algorithm.

– IBDT.Sign(pms,mpk, SKid,Msg, Γ ) is a randomized

signing algorithm which takes as input the pub-

lic parameters pms, the master public key mpk, a

secret key SKid, a message Msg and a threshold

signing policy Γ = (t, S) where S ⊂ ID and 1 ≤
t ≤ |S| ≤ n. It outputs a partial signature σid.

We denote an execution of this algorithm as σid ←
IBDT.Sign(pms, mpk, SKid, Msg, Γ ).

– IBDT.Comb(pms,mpk,Msg, Γ, {σid}id∈St) is a deter-

ministic signing algorithm which takes as input the

public parameters pms, the master public key mpk,

a message Msg, a threshold signing policy Γ = (t, S)

and the partial signatures of some set St ⊂ S, |St| ≥
t and computes a global signature σ. It outputs a

signature σ. We denote the action taken by the sign-

ing algorithm as σ ← IBDT.Comb(pms,mpk, SKid,

Msg, Γ, {σid}id∈St).
– IBDT.Verify(pms,mpk,Msg, σ, Γ ) is a deterministic

verification algorithm taking as input the public pa-

rameters pms, a master public key mpk, a message

Msg, a signature σ and a threshold predicate Γ =

(t, S). It outputs 1 if the signature is deemed valid

and 0 otherwise. We write b ← IBDT.Verify(pms,
mpk,Msg, σ, Γ ) to refer to an execution of the veri-

fication protocol.

For correctness, for any λ ∈ N, any integer n ∈
poly(λ), any universe ID, any set of public parameters

and master key pair (pms,mpk,msk)← IBDT.Setup(1λ,

ID, n), and any threshold policy Γ = (t, S) where 1 ≤
t ≤ |S|, it is required that

σ ← IBDT.Comb
(
pms,mpk, SKid,Msg, Γ, {σid}id∈St

)
IBDT.Verify

(
pms,mpk,Msg, σ

)
= 1

whenever: a) the values pms, mpk and msk have been

obtained by properly executing the algorithms IBDT.-
Setup, b) |St| ≥ t, and c) for each id ∈ St, σid← IBDT.-
Sign

(
pms,mpk, SKid,Msg, Γ

)
and SKid ← IBDT.Key-

gen(pms,mpk,msk, id).

4.1 Security model of IBDTs

An IBDT signature scheme must satisfy the usual prop-

erty of unforgeability. We consider a relaxed notion where

the attacker selects the signing policy Γ ? = (t?, S?)

that he wants to attack at the beginning of the game

(here Γ ? means that a signature is valid if jointly pro-

duced by at least t? signers from a set S? of possi-

ble signers). However, the message Msg? whose signa-

ture is eventually forged is not selected in advance.

The attacker can ask for valid signatures for messages

and signing policies of his adaptive choice. The result-

ing property of selective-predicate and adaptive-message

unforgeability under chosen-message attacks (sP-UF-CMA,

for short) is defined in terms of the following game.

Definition 2 Let λ be an integer. Consider the fol-

lowing game between a probabilistic polynomial-time

(PPT) adversary F and its challenger.

Initialization. The challenger begins by specifying a

universe of identities ID as well as an integer n ∈
poly(λ), which are sent to F . Then, F selects a sub-

set S? ⊂ ID of signers such that |S?| ≤ n and a

threshold t? ∈ {1, . . . , |S?|}. These define a thresh-

old predicate Γ ? = (t?, S?).

Setup. The challenger runs (pms,mpk,msk) ← IBDT.
Setup(1λ, ID, n) and sends pms,mpk to the forger

F .

Queries. F can interleave secret key and signature

queries.

Secret key queries. F can adaptively request the

secret keys of any identity id under the restric-

tion that the total number of queried identi-

ties in the set S? is strictly less than t?. As an

answer to such a query, the adversary receives

SKid ← IBDT.Keygen(pms,mpk,msk, id).

Signature queries. F adaptively chooses a pair

(Msg, Γ ) consisting of a message Msg and a

threshold predicate Γ = (t, S) such that 1 ≤
t ≤ |S| ≤ n. The challenger replies with a valid

signature for Msg and the policy Γ .

Forgery. At the end of the game, F outputs a pair

(Msg?, σ?). We say that F is successful if:

– IBDT.Verify(pms,mpk,Msg?, σ?, Γ ?) = 1, and

– F has not made any signature query for the pair

(Msg?, Γ ?).

The forger’s advantage in breaking the sP-UF-CMA se-

curity is defined as

SuccsP-UF-CMA
F,IBDT (λ) = Pr[F wins].

An identity-based dynamic threshold signature IBDTS
is selective-predicate adaptive-message unforgeable (or

sP-UF-CMA unforgeable) if, for any PPT adversary F ,

SuccsP-UF-CMA
F,IBDT (λ) is a negligible function of λ.
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4.2 An instance of an IBDT signature scheme

We instantiate an IBDT signature scheme by adapt-

ing the threshold attribute-based signature scheme of

[24], which builds on the attribute-based encryption

scheme of [2]. If one identifies attributes with identi-

ties, threshold attribute-based signature schemes are

closely related to identity-based dynamic threshold sig-

nature schemes, except that the former have an addi-

tional property called collusion resistance. Collusion re-

sistance means that two users who individually do not

satisfy a signing policy (t, S) but such that the sum of

their attributes does, cannot combine their secret keys

to sign a message for the policy (t, S).

For identity-based threshold signature schemes, we

require precisely the opposite, namely that users can

combine the secret keys. To achieve collusion resistance,

the scheme of [24] used a different polynomial Q to de-

rive the secret key of each different user. To adapt it

to an IBDT signature scheme, we define a single poly-

nomial Q to derive the secret keys of all users that are

associated to the same digit position of their identifiers;

more specifically, in the adaptation of IBDT described

in Appendix B, a set of polynomials {Q1, . . . , Q`} is de-

fined, where polynomial Qj is used to derive the secret

keys of all users that are associated to the j-th digit or

group of digits of the users’ identifiers.

Another change with respect to [24] is that our

scheme is designed to work in groups with an asym-

metric bilinear pairing e : G1 × G2 → GT . For this

reason, we need to embed the image of the hash func-

tion H in the groups G1 and G2. This could be done

in the standard model using two different copies of a

Waters’ hash function [38] in different groups, but the

resulting scheme has very large parameters. Instead, we

define a hash function which maps strings to elements

of Zp and we then embed the image of H in each of the

groups with an affine function, inspired by [7]. For the

security analysis, we treat H as a random oracle.

Additionally, we note that, for the group discount

application, we only need s-out-of-s threshold policies

in our IBDT signature scheme. This results in a slightly

simpler scheme. Further, we define the space of identi-

ties ID as the set of all integers in the interval [1, . . . ,

p/2], where p is the order of the group in which the

signature is defined.

I Setup (1λ, ID, n): The algorithm chooses bilinear

groups G = (g1, g2,G1,G2,GT ) of prime order p > 2λ,

where gi is a generator of Gi and a collision-resistant

hash function H : {0, 1}∗ → Zp. The resulting pub-

lic parameters are pms = (ID, n, λ, G, H), where

the space of identities ID is the set of all integers in

[1, p/2]. Then the algorithm randomly chooses α, α0 ←

Zp, α = (α1, . . . , αN )> ← ZNp , where N = n + 1. It

then computes e(g1, g2)α, h0 = gα0
1 , f0 = gα0

2 , H =

(h1, . . . , hN )> = gα1 and F = (f1, . . . , fN )> = gα2 .

Further, it defines a polynomial Q[X] := α+β1X+· · ·+
βn−1X

n−1 where β1, . . . , βn−1 ← Zp. It also chooses

n − 1 arbitrary integers D = {d1, . . . , dn−1} ∈ [(p +

1)/2, p− 1], for example, di := (p+ 1)/2 + (i− 1). For

any 1 ≤ i ≤ n− 1, Di denotes the first i elements in D.

Finally, the algorithm picks ũ0, ũ1 ← Zp and defines

U := (gũ0
1 , gũ1

1 ) and V := (gũ0
2 , gũ1

2 ).

The master secret key is defined to be msk = (gα1 , Q)

and the master public key is

mpk =
(
e(g1, g2)α, h0, f0, H,F,D,U,V

)
.

I Keygen(pms,mpk,msk, id): This algorithm generates

a secret key SKid = (Did,1, Did,2,Kid,1, . . . ,Kid,N−1,

{Did,j,1, Did,j,2,Kid,j,1, . . . ,Kid,j,N−1}j=1...n−1) by pick-

ing fresh random elements rid, rid,1, . . . , rid,n−1 ← Zp
and setting

Did,1 = g
Q(id)
1 · hrid0 ,

Did,2 = grid1 ,{
Kid,i =

(
h−id

i

1 · hi+1

)rid}
i=1,...,N−1

,{
Did,j,1 = g

Q(dj)
1 · hrid,j0 , Did,j,2 = g

rid,j
1 ,{

Kid,j,i =
(
h
−dij
1 · hi+1

)rid,j}
i=1,...,N−1

}
j=1,...,n−1

. (1)

I Sign(pms,mpk, SKid,Msg, Γ, id): To partially sign

Msg ∈ {0, 1}∗ w.r.t. the policy Γ = (s, S), where S

is a set of identities of size s = |S| ≤ n, the algo-

rithm first computes M = H(Msg, Γ ). It defines Y =

(y1, . . . , yN )> as the vector containing the coefficients

of the polynomial

PS(Z) =

N∑
i=1

yiZ
i−1 =

∏
id∈S

(Z − id)
∏

d∈Dn−s

(Z − d).

(2)

Since PS(Z) is of degree n, it has at most N = n + 1

non-zero coefficients. Then the algorithm sets

D′id,1 = Did,1 ·
N−1∏
i=1

K
yi+1

id,i = g
Q(id)
1 ·

(
h0 ·

N∏
i=1

hyii
)rid .

(3)

Let M = H(Msg, Γ ) ∈ Zq. Choose zid, wid ← Zp and

compute

σid,1 = D′id,1 ·
(
h0 ·

∏N
i=1 h

yi
i

)wid ·
(
uM0 · u1

)zid ,
σid,2 = Did,2 · gwid

1 , σid,3 = gzid1 .

Return the signature σid = (σid,1, σid,2, σid,3) ∈ G3
1.
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I Comb(pms,mpk,msk, {σid}id∈S , SKid′): Given his se-

cret key SKid′ = (Did′,1, Did′,2, Kid′,1, . . . ,Kid′,N−1,

{Did′,j,1, Did′,j,2,Kid′,j,1, . . . ,Kid′,j,N−1}j=1,...,n−1), the

combiner does the following operations:

1. For each j = 1, . . . , n− s, compute:

σ′id′,j := Did′,j,1 ·
N−1∏
i=1

K
yi+1

id′,j,i.

2. Then compute:

σ1 =
∏
id∈S

(
σid,1

)∆S∪Dn−sid (0)
n−s∏
j=1

(
σ′id′,j

)∆S∪Dn−sdj
(0)

= gα1 · (h0 ·
N∏
i=1

hyii )r · (uM0 · u1)z,

σ2 =
∏
id∈S

(
σid,2

)∆S∪Dn−sid (0)
n−s∏
j=1

(
Did′,j,2

)∆S∪Dn−sdj
(0)

= gr1,

σ3 =
∏

id∈St

(
σid,3

)∆S∪Dn−sid (0)
= gz1 ,

where r =
∑

id∈S ∆
S∪Dn−s
id (0) · (rid + wid) +

∑n−s
j=1(

∆
S∪Dn−s
dj

(0) · rid′,j
)

and z =
∑

id∈S ∆
S∪Dn−s
id (0) · zid.

Return the signature σ = (σ1, σ2, σ3) ∈ G3
1.

I Verify(pms,mpk,Msg, σ, Γ ): This algorithm parses Γ

as a pair (s, S). It computes M = H(Msg, Γ ). Then, it

defines the vector Y = (y1, . . . , yN )> from the polyno-

mial PS(Z) as per Equation (2). The algorithm accepts

the signature σ = (σ1, σ2, σ3) as valid and thus outputs

1 if and only if

e(g1, g2)α
?
=

e(σ1, g2)

e
(
σ2, f0 ·

∏N
i=1 f

yi
i

)
· e
(
σ3, (vM0 · v1)

) . (4)

4.3 Security of the IBDT instance

In the Appendix, we give the proof of the following theo-

rem regarding the unforgeability of the IBDT signature

scheme in Section 4.2.

Theorem 1 The IBDT signature scheme of Section 4.2

is selective-predicate and adaptive-message unforgeable

under chosen-message attacks if H is collision-resistant

and if the asymmetric (n+1)-DHE assumption holds in

the bilinear group G, where n is an upper bound of the

number of signers s in any threshold policy.

4.4 Choice of parameters for implementation

We discuss here how to choose parameters for the above

IBDT signature scheme in the context of its applica-

tion to group discounts and, more specifically, high-

occupancy vehicle toll discounts:

– Choice of λ: this is just the security parameter,

which should specify the size of the bilinear group

(see recommendations in [30]).

– Choice of n: this corresponds to the maximum num-

ber of group members. In the case of HOVs, it would

be the maximum number of passengers that can

travel in a car (that is, typically n is around 9 or

10).

– Each identity-based public key used in the IBDT

signature scheme is derived from a group of η digits

in the national identity card (or another identifier)

of a user id. As discussed in Section 5 below, η is

parameter that trades off accomodating larger val-

ues of n against anonymity (the larger η, the larger

n can be, but the less anonymity).

As we announced, we will make a particular use of

an IBDT signature scheme, linked to a special key man-

agement which will provide anonymity and which is ex-

plained in the next section. We begin by splitting the

identity space ID into ` disjoint subspaces whose re-

spective elements are clearly recognizable as belonging

to a certain subspace only, i.e. ID = ID1 ∪ . . . ∪ ID`,
where ` is a functionality and anonymity parameter

(related to the length of the users’ identifiers, see Sec-

tion 5), and IDj is the subspace associated to the j-th

group of η digits in the users’ identifiers, for j = 1, . . . , `.

In our use of an IBDT scheme for the group discount

application, every user id receives the secret keys as-

sociated with a vector of identity-based public keys

{ikid1 , . . . , ik
id
` }, with ikidj ∈ IDj , unlike the straight-

forward approach of previous sections in which a user

was assigned a single identity-based public key denoted

just id like the user’s identifier. Thus, in our protocol,

to sign a message on behalf of s users id1, . . . , ids, they

must all agree on an index j in {1, . . . , `} and sign using

ikid1
j , . . . , ikidsj (the whole discussion on how to do this

can be found in Section 5 below). As a consequence,

the IBDT has to be tuned to fit this special key man-

agement structure. The modification is straightforward

and is fully discussed in Appendix B.

5 Key Management

Our accreditation mechanism provides anonymity to

group members by employing specially crafted key gen-

eration and management protocols. Leaning on the prop-

erties of identity-based cryptography, that is, the pos-

sibility to use arbitrary strings as public keys, we de-

velop a key generation and management protocol which

renders users indistinguishable from many other users

when signing with an IBDT signature scheme. The amount

of users from whom any single user is indistinguishable
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is determined by a system parameter η, described be-

low.

In our protocol, every user idi is given an ordered

list of identity-based public keys IKidi that depends

on a unique identifier of the user, such as her national

identity card number, her phone number, the IMEI (in-

ternational mobile equipment identity) of her mobile

device or a combination of any of them. This identifier

is denoted as idi = dikd
i
k−1 . . . d

i
1 of length k, where dij

is the j-th last digit of idi and typically ranges from 0

to 9.

The procedure to generate a list of identity-based

public keys associated to an identifier idi is as follows:

first, choose a value ` < k and take the ` last digits of

idi. Then for every digit di1, . . . , d
i
`, build an identity-

based public key ik
dij
j as an encoding of the digit dij and

the position it occupies in idi, for example ik
dij
j = j || dij ,

where || is the concatenation operation. This results in

a vector of identity-based public keys

IKidi =
{
ik
di1
1 , . . . , ik

di`
`

}
.

To illustrate this process, imagine idi = 12345678 and

` = 4. The resulting public key list would be IKidi =

{18, 27, 36, 45} .
Once the identities are generated, the certification

authority (or any other trusted entity) generates and

sends to each user idi the secret keys corresponding to

the set of identity-based public keys IKidi generated

with a modification of the IBDT scheme explained in

Appendix B.

To prove the number of members in a group, the

members will choose a common integer j ∈ {1, . . . , `} so

that the j-th digits in their identifiers (and hence their

j-th identity-based public keys) are different for all of

them. Then they will use the IBDT signature scheme,

using the corresponding secret keys, to certify the size

of their group.

Assuming that the values of the digits range from 0

to 9, this would provide anonymity to each of the users,

since on average 10% of people will share the a certain

value of the j-th digit for some value of j.

This approach limits the size of the groups that can

be certified with our method to a maximum of 10, since

it is impossible for more than 10 users to find an index

j so that all digits in the j-th position are different.

Moreover, intuition tells us that the closer the size of

the group to this maximum size, the more difficult it

becomes to find a value of j. Additionally, by the birth-

day paradox, the probability of finding colliding digits

will be high even for group sizes far from the maximum

size. The probability that our protocol fails depends on

the number of keys each user is given, `, and the size of

the group n; more specifically, for n ≤ 10:

F (`, n) =

(
1− 10(10− 1) . . . (10− n+ 1)

10n

)`
,

that is very close to 1 for values of n close to 10.

This limitation can be partially solved by assigning

η ≥ 2 digits of idi to each of the ` public keys, instead

of just one digit. By doing this, the maximum value for

the size of the groups becomes 10η, and the probability

of failure, for values of n ≤ 10η, is

F (`, n, η) =

(
1− 10η(10η − 1) . . . (10η − n+ 1)

10ηn

)`
.

However, the price to be paid for choosing a larger η is

a loss of anonymity, since, if more digits are associated

to each identity-based public key, less users share that

public key. For example, for η = 2 a user would share

each of his identity-based public keys with only 1% of

the total number of users.

The parameters ` and η, which impact on the num-

ber of keys each user stores and the anonymity level of

users, are system parameters that the service provider

can adjust as required.

We note that, with our scheme, two users id1, id2

can pool the sets of secret keys corresponding to their

respective vectors of identity-based public keys IKid1

and IKid2 to create the secret keys corresponding to a

vector of identity-based public keys IKid3
. To do this,

they only need to combine the secret keys corresponding

to some of the identities of id1 and some of the identities

of id2. However, this does not allow id1 and id2 to prove

that at least three users have collaborated to create a

signature, because there is no index j such that the j-

th identity-based public key in IKid1 , IKid2 and IKid3

takes more than two different values. More generally,

if t users pool their sets of secret keys to fabricate a

t+1-th vector of identity-based public keys, they cannot

prove that they are at least t + 1 users, because there

is no index j such that the j-th identity-based public

key in the t + 1 vectors takes more than t different

values. Hence, this key pooling attack is harmless for

the purpose of our system, because it does not allow

any group of users to prove that they are more people

than they actually are.

6 Method to Accredit the Size of a Group

The following elements are needed in order to imple-

ment our accreditation method:
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– A smartphone application Appid published by a ser-

vice provider (SP), who, after some registration pro-

cess, also distributes the public parameters and keys

of an IBDT signature scheme Π to each user id.

Specifically, the Appid of user id must provide the

following functionalities:

– to compute signatures with Π on behalf of id;

– to compute ciphertexts with a public-key en-

cryption scheme Π ′ selected by SP, under SP’s

public key pkSP ;

– to be able to run in master or slave mode, which

affects the role Appid plays in the accreditation

protocol;

– to include some certificate that allows checking

the validity of pkSP ;

– to be able to interact with the applications of

the rest of the group members and the verifying

devices using short-range communication tech-

nologies (specifically NFC with the rest of group

members and Bluetooth with the verifying de-

vice).

– Prepaid scratch cards available at stores, to be used

for payment. Each card includes a code Pay.Code
that the SP associates with an account holding a

fixed credit specified by the card denomination.

– Verifying devices located at suitable places in SP’s

infrastructures that can:

– verify signatures with Π;

– hold SP’s certificates as well as the keys needed

to decrypt ciphertexts produced with Π ′ under

pkSP ;

– communicate within short range with the users’

devices.

– A procedure to thwart or punish system misuse.

Next, we describe the accreditation protocol:

Protocol 1 System set-up protocol.

1. SP publishes the service terms and conditions, along

with the registration procedure, which describes what

user identifier is to be used as id and the values for

` and η.

2. SP computes the public parameters pms, the mas-

ter public key mpk and the master secret key msk
of an IBDT signature scheme Π as per Algorithm

IBDT.Setup. SP makes pms and mpk available.

3. SP generates and publishes the parameters of a public-

key encryption scheme Π ′.

Protocol 2 Registration protocol.

1. A user with identifier id authenticates to the service

provider, face-to-face or otherwise. id is given a PIN

code pinid.

2. SP associates a vector of public keys of Π, say IKid,

with id, in the way explained in Section 5.

3. SP computes the secret keys associated to IKid as

per Algorithm IBDT.Keygen:

SKid =
(
sk
did1
1 , . . . , sk

did`
`

)
.

4. id downloads the smartphone app Appid and, using

pinid, completes the registration and obtains the sys-

tem parameters and keys, as well as the public key

pkSP .

Protocol 3 Credit purchase.

1. A user buys a prepaid scratch card for the system at

a store.

2. The card contains a code Pay.Code to be introduced

in the smartphone app.

Protocol 4 Group set-up protocol.

1. Some user id∗ in the group of users {id1, . . . , idt}
who want to use the service takes the leading role.

id∗ will be responsible for communicating with the

verifying device. id∗ sets his smartphone application

to run in master mode and the other users in the

group set their smartphones to run as slaves.

2. The users agree on an index j ∈ {1, 2, . . . , `} such

that the value of the j-th identity-based public key in

their respective vectors IKid1
, . . . , IKidt is different

for every user. Let these t different public keys be

ik
d1j
j , . . . , ik

dtj
j .

Protocol 5 Group size accreditation protocol.

1. The master user id∗’s device detects some verify-

ing device and establishes a secure communication

channel (the system may require the verifying device

to authenticate to the user).

2. The verifying device sends to the master user id∗

a unique time-stamped ticket T that may include a

description of the service conditions and options.

3. The master user id∗ distributes the ticket T along

with the group parameters, namely the policy Γ (de-

cided in the group set-up protocol) to the group mem-

bers.

4. Each user idi runs Algorithm IBDT.Sign to compute

a partial signature with Π under his secret key sk
dij
j

on message

Msg =

〈
T || ikd

1
j

j || . . . || ik
dtj
j

〉
,

for the threshold predicate Γ = (t, {ikd
1
j

j , . . . , ik
dtj
j }).

idi sends the resulting partial signature σi to id∗.
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5. After receiving (σ1, . . . , σt), id∗ runs Algorithm

IBDT.Comb to combine these partial signatures and

output a final signature σ on behalf of id1, . . . , idt.

id∗ sends

Msg′ = 〈Msg, σ〉
to the verifying device.

6. The verifying device checks the signature validity by

running

IBDT.Verify(Msg, σ, ik
d1j
j || . . . ||ik

dtj
j , t).

Note that this signature will only be valid if all users

id1, . . . , idt have collaborated to compute it, and thus

it proves that the group consists of at least t users.

If the signature turns out to be invalid, the group

will be punished in a way dependent on the partic-

ular application, e.g. by being denied access, being

denied a group discount, etc. Otherwise, the service

provider serves the group of users and tells the group

the amount amountt they have to pay depending on

the group size.

Secure channel

Verifier id∗ id2

id3 id4

1.T 2. Msg, Γ

2
.

M
sg

,
Γ

2. M
sg, Γ

σ1

3. σ2

3
.
σ
3

3. σ
4

4. σ

Fig. 1 Group size accreditation protocol

Protocol 6 Payment.

1. Each group member id in the (sub)set P of those

who are willing to contribute paying the bill sends

via Bluetooth to the verifying device his payment

code encrypted under the public key of SP:

Cid = EncpkSP (T||Pay.Codeid),

where Pay.Codeid is the code that id obtained from

his prepaid scratch card and Enc is the public-key

encryption algorithm of scheme Π ′.

2. The verifying device obtains the payment codes of

the users who will pay by decrypting the ciphertexts

{Cid : id ∈ P}; then, the verifying device deducts

the amount amountt divided by |P | (number of users

who are collaborating in the payment) from the ac-

counts associated with the received payment codes.

7 Security and Privacy

Our mechanism offers security and privacy by design:

– As stated by Theorem 1 and proven in the Ap-

pendix, the chosen IBDT scheme is selective-

predicate and adaptive-message unforgeable. In plain

words, for any t ≥ 2, no group of less than t buy-

ers can cheat the service provider by producing a

threshold signature with threshold t.

– During the protocol execution, the service provider

learns only the pseudonyms and the number of group

members. Buyers preserve their anonymity within

those buyers that share the same public key by virtue

of the key management scheme described in Sec-

tion 5. For instance, if each public key is associated

with a combination of η decimal digits of the users’

unique identifiers, then on average this public key

is shared by a fraction 10−η × 100% of the total

number of users.

– By using a fully anonymous payment system, the

anonymity level achieved by key management, what-

ever it is, is preserved after payment. In our case,

payment anonymity is ensured by preventing Pay.-
Code from being linkable to any specific buyer. This

can be achieved, for example, if the scratch card

containing the Pay.Code is purchased using cash.

Note 1 (On checking physical closeness) In some appli-

cations, the verifier wants to check not only that the

group consists of t or more members, but also that the

members are physically close. For example, this is the

case in HOV toll discounts, where all group members

should be in the same car. The most viable solutions to

check proximity are technology-based. One option is for
the verifying device to check that at least t user devices

(say smartphones) are Bluetooth-visible within a, say,

5 m range (note that in general seeing Bluetooth iden-

tifiers does not leak the identities of the device owners).

Alternatively (or in addition), if trust can be placed on

the app running the protocol in each user’s smartphone,

one can rely on the app checking that it is actually run-

ning in a real smartphone (this is actually checked by

most apps) and that the smartphone is located near the

verifying device (e.g. because it sees the verifying de-

vice). Other, more sophisticated security measures can

be imagined to prove nearness, but the typical amount

that can be earned by cheating the system (group dis-

counts at tolls or museums) is too small to require that

security level.

Note 2 (On cheating with multiple devices per user) If

one or more group members carry multiple devices, the

group could cheat by proving a size greater than its ac-

tual size. However, as said above, the typical amount
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that is at stake in a transaction of our protocol is small

(a group discount, for example). Hence, maintaining

and regularly carrying several smartphones to win that

amount is probably not worth it. Also, if the registra-

tion process and key generation are based on the user’s

national ID card or social security number (rather than

on the phone number), a user cannot obtain more than

one set of keys.

8 Performance

Our proposed mechanism is designed to be executed by

heterogeneous devices, such as servers, dedicated veri-

fiers and users’ smartphones. For this reason, and keep-

ing in mind that the users’ devices may be limited in

computing power and often reliant on batteries, it is im-

portant that the computations of the underlying IBDT

signature scheme be as fast as possible.

In this section, we provide a theoretical analysis

of the complexity of the underlying IBDT signature

scheme. We assess complexity by counting the num-

ber of point multiplications, point exponentiations and

pairings, which are the costliest operations.

Table 1 shows the number of operations for each

algorithm in the IBDT signature scheme. Operation

counts are given in terms of the maximum number n

of possible signature participants and the size t of the

signing group. Like said above, t ≤ n.

Admittedly, the Sign and Comb algorithms, which

are to be run in the users’ smartphones, seem to re-

quire a high number of operations. This is certainly

a potential drawback, because Sign and Comb need to
be executed in every group accreditation attempt by

the user’s smartphones, whose computing power and

energy are likely to be limited. Besides, lengthy smart-

phone computations may be outright unaffordable in

some application settings: take for example a very busy

toll road, where toll stations become congested if takes

too long for cars to pay. In contrast, the amount of

computation is not a critical issue for the rest of the al-

gorithms, since they will be run less frequently, or with

no real-time constraints. Moreover, Setup, Keygen and

Verify are typically run on devices with more resources

than the users’ devices.

We propose to precompute as many parts of the Sign
and Comb algorithms as possible, and provide alterna-

tive descriptions for both of these algorithms.

The Sign algorithm is a probabilistic protocol; hence,

not all of its operations can be precomputed. How-

ever, most operations depend on static values, e.g. keys

and threshold policies Γ . Threshold policies contain the

number of signers that will participate in a signature

and their public keys. If we can assume that groups

of users are relatively stable, i.e. if users generally use

services together with the same group members or at

least with a limited set of different groups, we can pre-

compute operations that only depend on static values

and threshold policies. Examples of values that could

be precomputed are those in Expressions (2) and (3),

among others.

The Comb algorithm depends on the output of the

execution of Sign by all group members, but it is a deter-

ministic algorithm, and most of its operations depend

on the user’s private key, the master public key, the pub-

lic parameters, or the threshold policies, which are all

known in advance. Therefore, by the same assumption

as before, we can precompute some of the operations.

The precomputation approach splits Sign and Comb
into two phases each, one for precomputing values, that

can be executed during the group set-up protocol (Pro-

tocol 4), and a second phase executed during the group

size accreditation protocol (Protocol 5) itself. The com-

plexity of the resulting algorithms is presented in Ta-

ble 2, where SignPrecomputation and CombPrecompu-
tation are the respective precomputation phases, and

FastSign and FastComb are the respective interactive

phases run during Protocol 5.

9 Simulations

We have written a Java library implementing the IBDT

signature scheme to obtain experimental execution

times. We have also implemented the entire accredi-

tation method and tested it in a real scenario.

Performance tests have been run on an Ubuntu 15.04

x64 system with an Intel Core i7-3517U @ 1.90GHz

and 8GB of DDR3 memory @ 1600MHz. The signa-

ture scheme has been implemented in Java7, using the

java-7-openjdk-i386 environment and the java Pairing-

Based Cryptography library [17]. Our choice of elliptic

curve was a Type F curve, with |r| = 160 bits, which

makes elements in Z?q 160 bits long, elements in G1 320

bits long and elements in G2 640 bits long. This should

be enough to defeat attacks to the discrete logarithm

problem, while keeping keys as short and operations as

efficient as possible. The description of curve types and

recommendations on how to choose curves and related

parameters can be found in [30].

The rest of this section shows and discusses the ex-

ecution times of our accreditation method, considering

the times obtained with and without precomputation.

We use the same notation for each of the algorithms as

in the previous section, dividing the Sign and Comb al-

gorithms into two-phase algorithms (SignPrecomputation,
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FastSign) and (CombPrecomputation, FastComb), respec-

tively. Moreover, the protocol has been tested for mul-

tiple values of n and t.

Fig. 2 Execution times of the protocol without precomputa-
tion for different values of n and t

Execution times of the algorithms, without precom-

putation, are shown in Figure 2. Setup times range

between 650 and 1100 milliseconds, increasing linearly

with n, as expected from the theoretical analysis con-

ducted in the previous section. The value of t has no

effect in the execution time of this algorithm. The gen-

eration of the curve parameters takes a constant time of

approximately 300 ms. The Keygen algorithm is again

independent from the value of t and grows polynomi-

ally with n. This is the expected behavior, as the size of

the signing group does not influence the key generation

procedure. Actually, this is one of the advantages of us-

ing a dynamic threshold scheme. The Sign algorithm

shows again a behavior consistent with the theoretical

analysis performed in the previous section, and does

not depend on the size t of the group. This may sound

counterintuitive, but the group size affects the Comb al-

gorithm, rather than Sign. Finally, the Verify algorithm

execution times are highly dominated by the 3 pairing

operations it has to compute.

Figure 3 shows the execution times of the Sign and

Comb algorithms when precomputation is performed.

Thus, these algorithms are shown split as (SignPre-
computation, FastSign) and (CombPrecomputation, Fast-
Comb).

It is worth noting that the sum of the execution

times of SignPrecomputation and FastSign is very simi-

lar to the execution time of Sign. This shows that per-

formance is at least as good as when not splitting op-

erations. Moreover, the FastSign algorithm has a con-

stant and very small execution time of around 10 ms.

This demonstrates that the addition of precomputa-

tion phases is very effective to speed up the interac-

tive phase of our method. Although the execution times

of SignPrecomputation are a bit higher, this is of no

Fig. 3 Execution times of the protocol with precomputation
for different values of n and t

concern, because this algorithm can be executed off-

line and/or as a background process when the group is

formed.

In the case of the CombPrecomputation and Fast-
Comb, we see that the precomputation phase is not as

beneficial. Although the total execution time is still the

same as the one of the original Comb algorithm, and

thus precomputation does not penalize performance,

the execution times are more evenly divided between

the precomputation phase and the interactive phase.

This could somehow be expected, as FastComb has more

dependencies than FastSign: as predicted in Section 8

and Table 2, it depends on t (the larger t, the longer

it takes). On the other hand, CombPrecomputation de-

pends on n− t, rather than separately on n and t; the

larger n− t, the longer CombPrecomputation takes. The

above dependencies are further explored in Figure 4.

Fig. 4 Comb times as a function of (n− t)

10 High-Occupancy Vehicles Use Case

In order to assess the applicability of our proposed

mechanism, we carried out a pilot experiment related

to HOVs. Our pilot application allows HOVs to find

and use parking spots especially designated for them

and get reduced fees depending on the number of car

passengers. These parking spots for HOVs are located

in parking lots guarded by an automatic barrier.
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The pilot is composed of:

– a passenger Android application to be run by the

smartphone of each car passenger with the function-

alities described in Section 6;

– a verifier application that runs in the automatic bar-

rier of the parking lot.

We take the telephone number as the passenger iden-

tifier and we set the protocol parameters to η = 1 and

n = 5, as we want to accredit groups ranging from 2 to

5 passengers in each car. The communication between

passenger applications, needed to compute IBDT sig-

natures, is performed using NFC while the communica-

tion between the leading passenger application and the

verifier application running in the barrier is performed

using Bluetooth only.

Figure 10 shows screenshots taken from the passen-

ger application. In the left-hand side screenshot, the ap-

plication shows to the passenger where free HOV park-

ing spots can be found within a nearby parking lot. In

the central screenshot, the leading passenger applica-

tion chooses a slot and starts the group size accredi-

tation protocol at the parking lot barrier. In the right-

hand side screenshot, after combining partial signatures

of two passengers (Alberto and Test), a group size of

two passengers is accredited to the barrier verifier.

The pilot includes access control to the parking lot

and the accreditation mechanism. However, while it cal-

culates the parking fee according to the number of pas-

sengers, at the moment no specific payment system is

embedded in the pilot. Payment will be incorporated in

case of commercial deployment.

11 Conclusions and Future Work

We have presented a mechanism to accredit the size

of a group (for example, in order to obtain a group

discount) that is compatible with the anonymity of its

members and with dynamic group formation. Our pro-

tocol suite is built upon a new cryptographic primitive

called IBDT signature scheme, a novel key generation

and management solution, short-range communication

technologies and, in case payment is needed, anony-

mous payment mechanisms. The reported complexity

analysis and simulations, as well as the pilot experi-

ment we have deployed in a real scenario, show that

our system is usable in practice.

Future work will involve integrating the proposed

system with a broad range of anonymous or near-anony-

mous payment systems, in view of facilitating its effec-

tive adoption for group discounts. Beyond group dis-

counts, we will also explore additional applications of

privacy-aware group size accreditation.
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A Proof of Theorem 1

We show that a forger F implies either a collision-finder for H

or an algorithm B that computes gγ
N+1

from (g1, g2, g
γ
1 , . . . ,

gγ
N

1 , gγ
N+2

1 , . . . , gγ
2N

1 , gγ2 , . . . , g
γN

2 ), where N = n + 1. In the
following, we denote by γ the vector γ := (γ, γ2, . . . , γN ) and

by zi the value zi := gγ
i

1 , for each i ∈ {1, . . . , 2N}. Also, we
assimilate a user’s identity-based public key with her identity
and denote it as id.

At the outset of the attack game, F declares the challenge
set Γ ? = (s?, S?). Then B prepares the public parameters pms
and the master public key mpk as follows: it selects a set D of
n dummy signers and computes the vector Y associated with
the polynomial PS?(Z) according to Expression (2) using the
set Dn−s? of the first n − s? dummy signers. More precisely,
B picks θ0, δ0 ← Zp and a random vector θ ← ZNp and com-

putes H = (h1, . . . , hN )> = gγ1 · gθ1 , F = (f1, . . . , fN )> =

gγ2 · gθ2 (which implicitly sets α = γ + θ), h0 = gθ01 · g
−〈γ,Y〉
1 ,

f0 = gθ02 · g
−〈γ,Y〉
2 and e(g1, g2)α = e(zN , g

γ
2)δ0 ; the mas-

ter secret key (implicitly) is set to gα1 = zδ0N+1. In addi-
tion, B selects a collision-resistant hash function H which
will be treated as a random oracle. It chooses some value
M† ← Zp and stores it to answer random oracle queries.

It also defines u0 := zt01 , v0 := (gγ2)t0 , u1 := z−M
†t0

1 gt11 ,

v1 := (gγ2)−M
†t0gt12 for t0, t1 ← Zp. The master public key

mpk =
(
e(g1, g2)α, h0, f0,H,F,U,V,D, H

)
is given to F .

In the following, for any ω ∈ Zp, we define the vector
Xn
ω = (1, ω, . . . , ωn−1)>. We note that, given any set S ⊂ Zp

of cardinality less than n, the vectors {Xn
ω}ω∈S are linearly

independent.

Random oracle queries: We assume that the number of ran-
dom oracle queries of an adversary is bounded by some natu-
ral number qH . Algorithm B chooses a random index i? ∈ [qH ]
and answers the i?-th query with the value M† ∈ Zp, and the
other queries with randomly chosen elements in Zp.

Secret key queries: F can obtain secret keys for any identity-
based public key, provided that the set of queried identities Ω
is such that |Ω ∩ S?| < s?. Since |Ω ∩ S?| < s?, and S? and D

are disjoint sets of identity-based public keys (just like Ω and
D), the cardinality of (S? ∩ Ω) ∪ Dn−s? is strictly less than
n. Consequently, the vector Xn

0 = (1, 0, . . . , 0)> cannot be in
the span of the vectors {Xn

ω}ω∈(S?∩Ω)∪Dn−s? . Pick µ ← Z∗p.
We conclude that there exists an efficiently computable vec-
tor τ which is uniform conditioned on 〈Xn

ω , τ 〉 = 0 for any
ω ∈ (S? ∩ Ω) ∪ Dn−s? and 〈Xn

0 , τ 〉 = µ 6= 0 (according to
Proposition 1 in [22]).
To construct a secret key, B has to define a random vec-
tor u which satisfies the constraint 〈Xn

0 ,u〉 = α, i.e. u =
(α, β1, . . . , βn−1)>. This vector defines the coefficients of Q[X].
To this end, B proceeds as in the proof of Theorem 3 in [22], by
implicitly setting u as u = v+ψ ·τ , where v = (v1, . . . , vn)> ∈
Znp is a randomly chosen vector and ψ = (α − v1)/µ, so that
〈Xn

0 ,u〉 = α. The task of B is thus to compute (without know-
ing the vector u) a secret key component(
Did,1, Did,2, {Kid,i}N−1

i=1

)
=

=
(
g
Q(id)
1 · hrid0 , g

rid
1 , {h−idi

1 hi+1}N−1
i=1

)
,

and

{Did,j,1, Did,j,2, {Kid,j,i}N−1
i=1 }j=1...n−1 =

= {gQ(dj)

1 · hrid,j0 , g
rid,j
1 , {h

−dij
1 hi+1}N−1

i=1 }j=1...n−1,

where Q(ω) = 〈Xn
ω ,u〉, for any ω ∈ Ω ∪ D.

We first explain how to compute the first row of each secret
key, i.e.

(
Did,1, Did,2, {Kid,i}N−1

i=1

)
.

1. For each id ∈ S∗, we have Q(id) = 〈Xn
id,u〉 = 〈Xn

id,v〉
which is efficiently computable by B. Hence, B can simply
pick rid ← Z∗p and define

Did =
(
Did,1, Did,2, {Kid,i}N−1

i=1

)
=

=
(
g
Q(id)
1 · hrid0 , g

rid
1 , {(h−idi

1 hi+1)rid}N−1
i=1

)
.

2. For each id ∈ Ω\{S∗}, B can construct a valid key tuple(
Did,−1, Did,2, {Kid,i}N−1

i=1

)
in two steps. The first step

consists in building a tuple of the form(
D∗id,1, D

∗
id,2, {K

∗
id,i}

N−1
i=1

)
=

=
(
gα1 · h

r̃id
0 , g

r̃id
1 , {(h−idi

1 hi+1)r̃id}N−1
i=1

)
using the fact that id is not in S? ∪ Dn−s? . To this end,

B proceeds as in [11]. Let Mid ∈ ZN×(N−1)
p be the matrix

Mid =
(
−id −id2 ··· −idN−1

IN−1

)
. Pick ξ1 ← Z∗p and de-

fine ξ = ξ1 · (1, id, . . . , idN−1)>, which satisfies ξ >Mid =
0 while 〈Y, ξ〉 = ξ1 · PS?(id) 6= 0. The simulator B com-
putes (

D∗id,1, D
∗
id,2

)
=
(
gα1 · h

r̃id
0 , g

r̃id
1

)
and

(
K∗id,1, . . . ,K

∗
id,N−1

)>
= g

r̃idM
>
idα

1 , (5)

with α = (α1, . . . , αN )> and where the exponent r̃id is
defined as r̃id = r + δ0〈(γN , γN−1, . . . , γ)>, ξ〉/〈Y, ξ〉 for

some r ← Zp chosen by B. Since gM
>
idα = (h−id

1 h2, . . . ,

h−idN−1

1 hN )>, if we can argue that both expressions in
(5) are computable by B, we will have concluded the first
step.
For any x ∈ ZNp , the coefficient of γN+1 in the product
r̃id〈x,γ〉 is δ0〈x, ξ〉/〈Y, ξ〉. The reason why B can compute
the second factor of D∗id,1 in (5) is that the coefficient of

gγ
N+1

in D∗id,1 is 0. Indeed, D∗id,1 = gα · hr̃id0 = zδ0N+1 ·
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(
gθ0 · g−〈γ,Y〉

)r̃id and the coefficient of γN+1 is −δ0 in
the product −r̃id〈γ,Y〉, as we can see by applying the
observation above in the case x = Y. Since M >

id ξ = 0, by
applying the above observation to the case where f> is
successively set as the rows of M>id, we find that zN+1 =

gγ
N+1

1 does not appear in g
r̃j ·M>idα

1 , which is computable.
This concludes the first step of the key generation process.
In the second step, we just have to turn

(
D∗id,1, D

∗
id,2,

{K∗id,i}
N−1
i=1

)
into a suitable key component. Note that

〈Xn
id,u〉 = 〈Xn

id,v〉+ ψ · 〈Xn
id, τ 〉

=
n∑
j=1

idj−1
(
vj +

(α− v1)

µ
· τj
)

= κ1 · α+ κ2,

where κ1 = (
∑n
j=1 idj−1τj)·µ−1 and κ2 = µ−1·

∑n
j=1 idj−1(

µvj − v1τj
)

are computable, so that B can obtain a well-

formed tuple (Did,1, Did,2, {Kid,i}N−1
i=1 ) by picking r′j ←

Zp and setting

SKid =(Did,1, Did,2, {Kid,i}N−1
i=1 ) =

=
(
D∗id,1

κ1 · gκ2
1 · h

r′id
0 , D∗id,2

κ1 · gr
′
id

1 ,

{K∗id,i
κ1 · (h−idi

1 · hi+1)r
′
id}N−1

i=1

)
.

Finally, we just have to argue how to compute, for each id ∈ Ω
and for each dj , j = 1, . . . , n−1, the rest of the components of

the secret key, namely: {Did,j,1, Did,j,2, {Kid,j,i}N−1
i=1 }j=1,...,n−1.

The analysis is the same as before, namely, for each j =
1, . . . , n−s∗, the tuple is computed as in the first item (i.e. as
in the case where id ∈ S∗) and for each j = n−s∗+1, . . . , n−1
as in the second item (using independent randomness for each
id).

Signing queries: At any time, F is also allowed to obtain sig-
natures on arbitrary messages. At each signing query, F sup-
plies a message Msg and a threshold access policy Γ = (s, S),
where S is a set of identities of size s ≤ n. To answer such
a query, B computes M = H(Msg, Γ ) ∈ Zp by checking the
list of its random oracle queries and aborts if M = M†. Else,
B constructs the vector Y = (y1, . . . , yN )> whose coordinates
are the coefficients of the polynomial PS(Z) which is obtained
following Expression (2), by augmenting S with n−s dummy
signers. Recall that B has to generate a signature of the form

σ1 = gα1 ·
(
h0 ·

N∏
i=1

h
yi
i

)r · (uM0 · u1)z̃ , σ2 = gr1, σ3 = gz̃1, (6)

for some r, z̃ ← Zp. To this end, B uses the usual technique
(which dates back to [7]) consisting in implicitly defining

z̃ = z +
γN · δ0

t0 · (M −M†)
, for a randomly chosen z ← Zp, and

computing

σ1 =
(
uM0 · u1

)z · z t1δ0
t0(M−M†)
N ·

(
h0 ·

N∏
i=1

h
yi
i

)r
,

σ2 = gr1, σ3 = gz1 · z
δ0

t0·(M−M†)
N ,

for a random r ← Zp. Since α is implicitly defined as α =
γN+1 · δ0, the above triple is easily seen to have the required
distribution (6).

Forgery: The adversary eventually outputs a forgery σ? =
(σ?1, σ

?
2, σ

?
3) for some message Msg? and the target access pol-

icy Γ ? = (s?, S?). At this step, B computes M† = H(Msg?, Γ ?)

by checking its list of oracle queries. It aborts if it holds that
either:

1. The hash value M? = H(Msg?, Γ ?) is not equal to M†;

2. F made a signing query (Msg, Γ ) such that (Msg, Γ ) 6=
(Msg?, Γ ?) and H(Msg, Γ ) = H(Msg?, Γ ?).

Case 2 cannot occur under the assumption that H is collision-
resistant. Conditioned on Case 2 not occurring, the comple-
mentary event of Case 1 occurs with probability 1/qH .

Assuming the adversary B does not abort, it can compute

zN+1 = gγ
N+1

1 as follows. Since the vector Y = (y1, . . . , yN )>

derived from Γ ? is such that f0 ·
∏N
i=1 f

yi
i = g

θ0+〈θ,Y〉
2 , vM0 ·

v1 = vM
†

0 · v1 = gt12 , and σ? satisfies Equation (4), we must
have

e(g1, g2)(γ
N+1)·δ0 =

e(σ?1, g2)

e(σ?2, g
θ0+〈θ,Y〉
2 ) · e(σ?3, g

t1
2 )

.

This implies that zN+1 =
(

σ?1
(σ?2 )θ0+〈θ,Y〉·(σ?3 )t1

)1/δ0
, which is

computable by B. ut

B IBDT with Special Key Management

As mentioned in Section 4.4, our key management requires
slightly modifying the IBDT scheme to use it for ` > 1 (for
` = 1 the scheme would be the same). Indeed, according to
our key management structure, a user idi receives all the se-
cret keys associated to a vector of identity-based public keys
{ikidi1 , . . . , ikidi` } and we want to make sure that a valid sig-
nature is constructed from the secret keys corresponding to s
different users id1, . . . , ids (and not, for example, by combin-
ing s different secret keys of a single user).

It is straightforward to modify the IBDT scheme for this
special key management. Given a user id who requests the
secret keys for a set of identity-based public keys IKid =
{ikid1 , . . . , ikid` }, the secret keys that he receives are essentially
just ` secret keys of the original IBDT scheme described in
Section 4, except that the keys are randomized to make sure
that the secret key for identity-based public key ikidj , for any
j = 1, . . . , ` can only be used with secret keys for the j-th
identity-based public keys of other users. A straightforward
application of this idea would mean that each user receives a
secret key which is ` times the size of a single IBDT key. To
increase efficiency, some parts of the keys are reused. More
specifically, below we give a detailed account on how to adapt
the IBDT scheme to our key management design when ` > 1.

Note that we implicitly assume that, for all j 6= j′, the
values of the j-th and the j′-th component of vector IKid are
taken from two disjoint and easily recognizable sets. This is
the case for instance if the j-th component of IKid is of the
form j||dj , as we suggested.

I Setup (1λ, ID, n,`): The only change here is that now
identities are `-dimensional vectors of elements in [p −
1/2], denoted by IDid, and that the master secret key
is msk = (gα1 , Q1, . . . , Q`), where Qi[X] are polynomials in
Zp[X] of degree n−1 chosen uniformly independently and
uniformly at random subject to Qi(0) = α. Note that mpk
is unchanged.

I Keygen(pms,mpk,msk, IKid): This algorithm generates a
secret key vector SKid := ({Did,1,k}`k=1, Did,2,Kid,1, . . . ,
Kid,N−1, {{Did,j,1,k}`k=1, Did,j,2,Kid,j,1, . . . ,
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Kid,j,N−1}j=1...n−1) by picking fresh random elements
rid, rid,1, . . . , rid,n−1 ← Zp and setting:

{Did,1,k = g
Qk(id)
1 · hrid0 }

`
k=1,

Did,2 = g
rid
1 ,{

Kid,i =
(
h−idi

1 · hi+1

)rid}
i=1,...,N−1

,{
{Did,j,1,k = g

Qk(dj)

1 · hrid,j0 }`k=1, Did,j,2 = g
rid,j
1 ,{

Kid,j,i =
(
h
−dij
1 · hi+1

)rid,j}
i=1,...,N−1

}
j=1,...,n−1

. (7)

Algorithm Sign is the same as specified in Section 4 except
that messages are signed not for the whole vector of identity-
based public keys IKid = {ikid1 , . . . , ikid` } but for one single
component ikidj . Similarly, algorithm Comb is the same as in
the original IBDT, except that it takes as input a set of sig-
natures for some identities ikid1

j1
, . . . , ikidsjs and combines them

in a single signature in case j1 = . . . = js and outputs ⊥
otherwise.

Note that in terms of efficiency, with respect to the orig-
inal IBDT scheme, users have to store 2(` − 1) additional
group elements as part as their secret key. The size of the
public parameters and the cost of the signing and combining
algorithms are unchanged.

The security proof of the original IBDT scheme can be
trivially modified to prove the security of this scheme. Indeed,
it suffices to define in the new proof Q1[X] := Q[X] and the
rest of the polynomials Qj [X] as Qj := Q1+Rj , for some poly-
nomial Rj chosen uniformly at random subject to Rj(0) = 0.
Since adversary B can choose the polynomials Rj on his own,
it is obvious that B can simulate the secret keys for any vec-
tor of identity-based public keys IKid = {ikid1 , . . . , ikid` } for all
IKid not in the challenge set S∗ in the same way B simulated
the secret keys for all identities not in S∗ in the original IBDT
proof.
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Table 1 Operations required per algorithm. Mul stands for multiplications and Exp for exponentiations.

Mul G1 Mul G2 Exp G1 Exp G2 Pairings

Setup 0 0 n+ 5 n+ 4 1

Keygen n2 + n 0 n2 + 3n 0 0

Sign 2n+ 7 0 2n+ 6 0 0

Comb n2 + (3− t)n+ 2 0 n2 + (2− t)n+ t 0 0

Verify 0 n+ 3 0 n+ 2 3

Table 2 Splitting of operations when precomputing the Sign and Comb algorithms. Mul stands for multiplications and Exp

for exponentiations.

Mul G1 Exp G1 Pairings

SignPrecomputation 2n+ 3 2n+ 1 0

FastSign 4 5 0

CombPrecomputation n2 + (3− t)n− 3t n2 + (2− t)n− 2t 0

FastComb 3t+ 2 3t 0


