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A B S T R A C T

This study focuses on using modern engineering tools to consistently produce spirits with low methanol
content in Charentais alembics. The method involves developing a dynamic model, formulating a multi-
objective dynamic optimization problem, and implementing an automatic process control system.
Optimization yielded a variable temperature in the partial condenser, which was tracked by an automatic
control system that manipulated the heat addition in the boiler. The procedure was experimentally
validated in triplicate using a ternary mixture. With the optimal operation, distillates with 12% less
methanol than standard distillates were reproducibly obtained, with a moderate reduction (2.4%) in the
ethanol recovery.
© 2017 The Korean Society of Industrial and Engineering Chemistry. Published by Elsevier B.V. All rights

reserved.

6 Introduction

7 Distilled alcoholic beverages are produced worldwide from
8 local raw materials. For example, whisky (UK, Ireland) is produced
9 from cereals, cachaça from cane juice (Brazil), tequila from agave

10 (Mexico), cognac/brandy (France, Spain) and pisco (Peru, Chile)
11 from grapes [1]. Young distillates are characterized by a delicate
12 aroma that resembles the original fruit. In addition, high quality
13 spirits should be free from off-flavors and toxic compounds. In
14 spirits production processes, distillation plays a key role to ensure
15 that the standards of quality of the product are met. This is an
16 operation already used by ancient cultures to produce medicines
17 and perfumes, and nowadays are used in almost every chemical
18 processing plant. Distillation is a method for separating substances
19 of different volatility. Most spirits production processes use either
20 batch distillation columns or Charentais alembics. The latter are
21 most frequently used in small-scale production facilities. In this
22 system, three cuts (head, heart and tail) are collected sequentially;
23 high quality spirits are produced from the heart cut. Even though
24 the operation of alembics is relatively simple compared to batch
25 distillation columns, it is subjected to many uncontrolled and
26 unmeasured disturbances that generate variability in the

27composition of the final product. Hence, it is still difficult to
28ensure that the produced spirit consistently meets a defined
29quality criterion. It is even more difficult to adapt the production
30process to meet changing market trends.
31There are many published studies dealing with the production
32of fruit distillates in Charentais alembics and distillation columns
33[2–9]. Many of these studies were concerned with the impact of the
34fruit variety or the distillation equipment on the aroma composi-
35tion of the spirit. In addition, in these studies distillation strategies
36were not changed and were defined heuristically. Recent studies
37have explored the impact of different operating strategies on the
38composition of Muscat wine distillates obtained in a packed batch
39distillation column [10,11]. It was found by trial and error that low
40reflux rates at the beginning of the heart cut could produce
41distillates with an enhanced floral aroma. Although establishing
42suitable alembic distillation strategies by trial and error is a valid
43option that has been used for centuries in the production of spirits,
44medicines and perfumes, these strategies can be developed much
45faster and reliably using model based optimization [12,13].
46Several techniques have long been applied to design optimal
47operating strategies for batch distillation processes relevant in
48chemical engineering. Most of these methods transform the
49strategy design into an optimal control problem, where the usual
50goals are to minimize time, maximize distillate, maximize
51concentration of a key component or maximize profit [14,15]. As
52a result, most of the time, difficult nonlinear programing problems
53(NLP) should be solved numerically, either by the sequential
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54 approach (partial discretization) or the simultaneous approach
55 (full discretization) [16]. The sequential approach is relatively easy
56 to code and apply, especially if a reliable process model is already
57 available. In this formulation, the control variables are discretized
58 as piecewise polynomials and optimization is performed with
59 respect to the polynomials’ coefficients [17–19]. Alternatively, the
60 simultaneous approach is faster and can handle many more
61 decision variables and constraints than the sequential approach.
62 This method does nevertheless require sophisticated optimization
63 routines for handling large-scale problems as well as additional
64 techniques to avoid numerical difficulties and to guarantee
65 convergence. In this formulation, the control and state variables
66 are discretized in time, using for example collocation on finite
67 elements.
68 Although the sequential approach [20–23] and the simulta-
69 neous approach [24–28] have been widely used to solve batch
70 distillation optimization problems, few of these studies include
71 experimental validation. Previous studies with experimental
72 validation involve distillation of binary mixtures [29–31], distilla-
73 tion of ternary mixtures [32] and reactive distillation [33].
74 Nevertheless, studies involving optimization with experimental
75 validation in the distillation of alcoholic beverages are scarce. Fruit
76 wines are complex mixtures where water and ethanol represent
77 around 96% of the total mass, and the delicate aroma of the spirit is
78 defined by the remaining 4% made up of hundreds of volatile
79 compounds [34]. Osorio et al. [12] solved a multi-objective optimal
80 control problem for the distillation of a spirit in a tray column,
81 finding a suboptimal path for the cooling flow rate in the partial
82 condenser that simultaneously maximized the recovery of
83 terpenes (floral aroma in Muscat wines) and minimized the
84 recovery of fatty acids (off-flavors). The process model was
85 complex, with many differential and implicit algebraic equations;
86 therefore, the formulation and solution of a full optimization
87 problem was difficult. To simplify the numerical solution of the
88 optimization problem, the control path was parametrized using a
89 smooth time-varying function with variable coefficients. With
90 their method, Osorio et al. [12] were able to experimentally obtain
91 a distillate with three times more linalool (floral aroma) than
92 commercial piscos (Muscat grape brandies) and six times more
93 linalool than a distillate obtained by applying a standard
94 distillation policy to the same batch distillation column. In
95 addition, the optimum distillate contained on average four times
96 less octanoic acid (off-flavor) than commercial and standard
97 distilled piscos. More recently, De Lucca et al. [35] explored by

98simulation several operating policies to minimize the methanol
99content in the distillate obtained in a batch packed bed column
100[36]. These authors used the same predefined function with
101variable coefficients of Osorio et al. [12] to find an optimal cooling
102flow rate path. Simulations showed that the best operating
103strategy could not reduce the relative methanol concentration in
104the distillate more than 23% compared with the relative methanol
105concentration in the wine.
106Our long-term aim is to apply model-based techniques to
107design and implement batch distillation strategies to produce
108young fruit distillates that consistently meet a given standard of
109quality, i.e., rich in fruity and floral aromas and low in off-flavors
110and toxic compounds. Specifically, in this paper we focus on
111designing a distillation strategy that minimizes the methanol
112content in a distillate obtained in a Charentais alembic, without
113sacrificing ethanol recovery. Methanol metabolizes slowly in the
114human body, producing formaldehyde and formic acid, which are
115extremely toxic in high concentrations. Excessive intake of
116methanol generates various ailments such as fatigue, thirst,
117headache, stomachache, nausea, vomiting, sensitivity to light
118and noise, lack of concentration and attention, tremors, excessive
119sweating and hypertension [37]. Hence, in many countries,
120methanol content in alcoholic beverages is regulated.
121First the calibration procedure of a dynamic alembic model
122adapted from [38] is described. Then, a suitable multi-objective
123dynamic optimization problem is formulated and solved using
124both the sequential and simultaneous approaches. Finally, the
125obtained experimental results are shown and discussed.

126Materials and methods

127Distillation system

128The automatic Charentais copper alembic (Fig. 1) used in our
129experiments consists of a 4.8 L capacity boiler, a natural convection
130partial condenser (head), a swan neck and a total condenser.
131PT100 sensors measured the boiler, head and room temperatures.
132The heating power (1200 W) applied to the boiler was manipulated
133using a PAC2 regulator module that controls the phase angle of the
134AC supply. A S7-200 Siemens PLC (Programmable Logic Controller)
135received the temperature data from the PT100 sensors and sent the
136controller output to the PAC2 module to adjust the heating power.
137The human-machine interface (HMI) and the control algorithms
138were coded in MATLAB1/SimulinkTM using the OPC Toolbox in a PC

Fig. 1. P&ID of the distillation system.
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139 (Intel1 CoreTM 2 Hewlett-Packard). A cascade control system was
140 applied: the primary controller (outer loop) read the head
141 temperature and provided the heating power set point for the
142 secondary controller; the secondary controller (inner loop)
143 adjusted the applied heating power to follow the set point
144 provided by the primary controller. Both controllers used an
145 internal model control (IMC) algorithm [39].

146 Experiments

147 In this study, a synthetic ternary mixture was prepared with a
148 composition usually found in wine, i.e., 13% v/v of ethanol and
149 1.37 g/L.a.a. of methanol (grams of methanol per liter of absolute
150 alcohol). The solution was prepared once and in sufficient amount
151 before all the experimental distillations. The Alembic was initially
152 loaded with 1.8 L of synthetic wine in each experiment. Distillation
153 strategies were defined in terms of the heating power applied to
154 the boiler. Three strategies (performed in triplicate) were assessed:
155 (i) slow distillation at constant low heating power (230 W); (ii) fast
156 distillation at constant high heating power (400 W); and (iii)
157 optimal distillation applying a variable heating power. The first two
158 strategies are common practice in small-scale spirits production
159 facilities: slow distillations tend to increase spirits quality while
160 fast distillations tend to increase ethanol recovery. The third
161 strategy was defined to balance two objectives; low methanol
162 content and high ethanol recovery (see section 2.7). In all
163 distillation runs, three fractions were collected according to
164 predefined volumes: 85 mL of head, 375 mL of heart and 115 mL
165 of tail. The corresponding total distillation times were 168, 67 and
166 87 min for the slow, fast and optimal distillations respectively.

167 Chemical analysis

168 Ethanol content was determined (in triplicate) with a
169 pycnometer, correcting the density to 20 �C. Methanol content
170 was determined (in duplicate) using the method proposed by the
171 International Organization of Vine and Wine (OIV) [40]. Distillate
172 samples were diluted up to an ethanol content of 5% v/v and the
173 methanol in the diluted samples was oxidized to formaldehyde
174 with a solution of 3% w/v potassium permanganate and 15% v/v
175 phosphoric acid. Then, the diluted oxidized samples were bleached
176 with dry sodium bisulfite. The amount of formaldehyde was
177 defined by the intensity of the violet color followed by the reaction
178 of 5% w/w chromotropic acid in a sulfuric medium. This intensity
179 was determined by spectrophotometry UV–vis (T70 UV/VIS
180 spectrometer PG Instruments) at 575 nm. All reagents were
181 analytical grade. We used these low cost analytical techniques
182 instead of gas chromatography (GC) or high-pressure liquid
183 chromatography (HPLC), since these are too expensive to be
184 implemented in small-scale distilleries.

185 Data reconciliation

186 Total mass, alcoholic strength and methanol concentrations were
187 measured in the synthetic wine initially charged in the boiler, in all
188 the distillate samples and in the residue left in the boiler after
189 distillation. Discrepancies were found in the global mass balances
190 due to measurement errors. Therefore, measurements were
191 corrected with a standard data reconciliation procedure normally
192 applied in the process industries [41]. Hence, reconciled values
193 closed the global mass balances (total mass, ethanol and methanol).

194 Modelling

195 A simplified version of the model presented in Sacher et al. [38]
196 is used here, which considers a mixture of water, methanol and

197ethanol. The model comprises total mass, ethanol and energy
198dynamic balances in the boiler, as well as total mass, ethanol and
199energy stationary balances in the partial condenser. Several
200constitutive equations were included to describe the heat loss to
201the environment and the vapor/liquid equilibrium. The complete
202model is given in Appendix A and further details and specific
203assumptions can be found in Sacher et al. [38].

204Model calibration

205The data obtained in the constant heat rate distillations (see
206Section 2.2) were used to calibrate the dynamic Q3alembic model.
207The fitting parameters were:

u ¼ UAb; UAc; M0; xe0; xm0
� � ð1Þ

208209where UAb and UAc represent the global heat transfer coefficient
210multiplied by the corresponding heat transfer area in the boiler
211and head respectively. M0, xe0 and xm0 are the initial total moles,
212ethanol molar fraction and methanol molar fraction in the boiler
213just at the moment when the first drop of distillate is recovered.
214These unmeasured values were different from those of the initial
215mixture. For the optimal strategy, the heat transfer parameters
216(UA) were not fitted; instead, they were modeled as linear
217functions of the heat transfer parameters fitted with the constant
218heating experiments.
219The calibration cost function was:

J uð Þ ¼
Xnvar

j

Xnobs

i¼1

ŷij u; u; tð Þ � yij u; tð Þ
max yij

� � Þ
2

0
@ ð2Þ

220221where index j represents the measured variables and index i the
222sample times. The measured variables were: alcoholic strength GA,
223methanol concentration Meth, distilled volume V and head
224temperature Tc. Max (yij) corresponds to the maximum measured
225value of variable j during the distillation run. The optimization
226problem was solved within MATLAB1 R2015a with the scatter
227search metaheuristic code (SSM) [42].
228Eqs. (A.20), (A.21) and (A.22) in Appendix A, that represent the
229instant concentration of ethanol, methanol and relative methanol
230respectively, were modified. Hence, Eqs. (3)–(5) represent the
231average concentration of the distillate stream leaving the system at
232the corresponding time interval where the sample was collected:

GAi ¼
DGA
DV

¼ Me
D texp;i
� �� Me

D texp;i�1
� �

V texp;i
� �� V texp;i�1

� �
  !

� PME � 1re
� 100 ð3Þ

Met;i ¼
DMet

DV
¼ Mm

D texp;i
� �� Mm

D texp;i�1
� �

V texp;i
� �� V texp;i�1

� �
  !

� PMM � 1 � 10�6 ð4Þ

Cmeth;i ¼
DCmeth

DV

¼ Mm
D texp;i
� �� Mm

D texp;i�1
� �

V texp;i
� �� V texp;i�1

� �� � � GAi=100ð Þ

  !
� PMM � 1000 ð5Þ

233Finally, the heart cut of the three distillation strategies were
234compared. In model calibrations, the cut times of head/heart and
235heart/tail for each strategy were defined by the volumes collected,
236i.e., 85 mL of head and 375 mL of heart (see Section 2.2).

237Dynamic optimization

238A multi-objective cost function, J uð Þ, was defined to get a good
239compromise between low relative methanol concentration in the
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240 distillate and high ethanol recovery.

min
u

J uð Þ ¼ a�Cmeth tf
� �

1:5
� 1 � að Þ�Receth tf

� �
100

ð6Þ

241242 here, a is an arbitrary positive scalar (�1) that defines the relative
243 weight of each objective [43,44] and Cmeth is the relative methanol
244 concentration. Ethanol recovery was defined by:

Receth ¼

Z tf

t0
VD tð Þ�xeth tð Þð Þdt
M0�xeth t0ð Þ ð7Þ

245246 where VD is the molar flow rate of distillate, xeth is the ethanol mole
247 fraction, M0 is the initial mass, and finally, t0 and tf are the initial
248 and final distillation times respectively. Both objectives were
249 scaled by their maximum values: the maximum methanol
250 concentration in spirits allowed in the Chilean law [45] is 1.5 g/
251 L.a.a, while the maximum ethanol recovery is 100%.
252 The only input variable that could be manipulated in the
253 alembic was the heating power. Hence, the optimization problem
254 looked for a heating path that minimized the relative methanol
255 concentration in the distillate and simultaneously maximized
256 ethanol recovery.
257 Only the heart cut was considered in computing the cost
258 function (Eq. (6)). Based on experience, the head/heart cut was
259 fixed at 5.5 min and the heart/tail cut was set at 120 min.
260 Additional optimization constraints were: (i) the heating power
261 varied between 230 and 400 W; (ii) the minimum distillate flow
262 rate was 2 mL/min.
263 Two numerical methods were applied to solve the optimization
264 problem [46]: the sequential solution/optimization method (SEM)
265 and the simultaneous solution/optimization method (SIM). In SEM,
266 the control variable was discretized into 18 equally spaced time
267 steps where the control value was kept constant:

u Dti
� � ¼ ai ð8Þ

268269 where index i represents the 18 time intervals and ai represents the
270 value of the control u in the i-th time interval. The scatter search
271 code mentioned above was used to solve the resulting optimiza-
272 tion problem within MATLAB1 R2015a. The dynamic model of the
273 alembic was solved with MATLAB’s solver ode15s [47]. In turn, in
274 SIM, the control and state variables were discretized in time using

2753 Radau collocation points on 18 finite elements [16,27]. The
276resulting optimal control problem was:

min
u

J uð Þ ð9Þ

277278Subject to,

8i ¼ 1 . . . ne; j ¼ 1 . . . ncp

xi;j ¼ xi�1 þ hi

Xncp
j¼1

Vj tj
� �� dx

dti;j
ð10Þ

g xi;j; yi;j; ui;j; u
� �

¼ 0 ð11Þ

uL � ui;j � uU; xL � xi;j � xU ; yL � yi;j � yU ; uL � u � uU ð12Þ

dx
dti;j

¼ f xi;j; yi;j; ui;j; u
� �

ð13Þ

279280where ne represents the number of finite elements (18), ncp the
281number of collocation points (3), x the state variables, y the
282algebraic variables, u the control variables, u the model parameters
283vector, hi the length of the finite elements (total process time
284divided by the number of finite elements), and finally, V the
285interpolation polynomial functions in each finite element. The
286optimization problem was coded in AMPL [48] and solved with the
287IPOPT code [49].

288Results

289Model calibration

290Figs. 2 and 3 show measured values and model outputs of the
291head temperature, alcoholic strength, methanol concentration,
292distillate volume and distillate flow rate of the three replicates of
293the constant high heating rate distillation. The 95% confidence
294intervals shown in the figures were obtained by simulation,
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Fig. 2. Head temperature, alcoholic strength and relative methanol concentration for a constant heating power rate of 400 W. Experimental data: run 1 (�), run 2 (&) and run
3 (D). Simulation (solid line) and confidence interval (dashed line).
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295 considering the standard deviation in the estimated parameter set
296 (u � 2su). Table 1 shows the fitted parameters for the two constant
297 heating distillations (230 W and 400 W); for the optimal strategy,
298 the initial concentrations were fitted only, since heat transfer
299 parameters were defined by linear functions (see section 2.6).
300 Model fitting was better for the high heating rate distillation
301 (Figs. 2 and 3) than for the low heating rate distillation (data not
302 shown). At low heating, distillate flow rates were extremely low
303 (less than 6 mL�1) and distillation times were high (180 min);
304 consequently, measurements were more sensitive to disturbances.
305 The alcoholic strength and the distilled volume were the best-
306 fitted variables in both distillation experiments. Simulated values
307 did not represent well the measurements of relative methanol
308 concentrations at the end of the distillation, especially for low
309 heating operation (data not shown). In this case, low concentration
310 and flow rate values were observed. Absolute errors of these
311 measurements were approximately constant; hence, relative
312 errors were higher at low concentration and flow rate values.
313 Table 1 shows that under low heating, the heat transfer
314 parameters (UA) were practically the same for the boiler and the
315 partial condenser. In turn, under high heating, the heat transfer
316 parameter of the head was higher than that of the boiler. Sacher
317 et al. [38] found the same behavior in a similar system; however,
318 our heat transfer parameters were higher due to differences in the
319 heating methods used. Sacher et al. [38] applied a hot plate to heat
320 the boiler; hence, they could not measure the effective heat
321 supplied, which was estimated instead. They argue also that low
322 heating powers induced low convective air streams, reducing the
323 heat transfer in the head. This explains why we observed a low heat
324 transfer parameter of the head at low heating powers. The heat

325transfer parameter of the boiler was less dependent on the heating
326power in our case, since the heating element is inside the boiler.

327Optimal operation

328Tables 2 and 3 show the optimization results with the SEM and
329SIM methods respectively, including the optimal values of relative
330methanol concentration (Cmeth), ethanol and methanol recoveries (
331Receth, Recmeth), as well as alcohol strength (GAd) for different values
332of the weight of the cost function (0 � a � 0.5). For values of a � 0.5,
333the same results were obtained, where the heating power was the
334lower limit. In the case of SIM, the optimization routine did not
335converge for some a values. Fig. 4 shows the optimum trajectories
336of the heating power, the head temperature and alcoholic strength
337variation for a = 0.05 and a = 0.06 obtained by SEM and SIM
338respectively. Fig. 5 shows the optimum trajectories of the heating
339power, the head temperature and alcoholic strength variation for

a = 0.2 obtained by SEM and SIM. Fig. 6 shows the Pareto front
340yielded by both dynamic optimization methods.
341Both optimization methods provided different heating trajec-
342tories, where the SIM heating trajectories were easier to
343implement in real time experiments since they were much
344smoother. Even though different evolutions of head temperature
345and distillate alcoholic strengths were obtained for the same
346values of a, both methods yielded practically the same values of
347relative methanol concentration and ethanol recovery (Fig. 6, and
348Tables 2 and 3). Therefore, the optimal solutions found were
349reliable, since both methods, using different discretization
350techniques and optimization solvers, reached the same objective
351values. In addition, SEM was easier to apply than SIM, since the

Fig. 3. Distillate volume and distillate flow rate for a constant heating power rate of 400 W. Experimental data: run 1 (�), run 2 (&) and run 3 (D). Simulation (solid line) and
confidence interval (dashed line).

Table 1
Fitted parameters for Q7distillation strategies.

Strategy UAb UAc M0 xe0 xm0
(W/�C) (W/�C) (mol) (mol/mol) (mol/mol)

230 W 0.82 � 0.06 0.81 � 0.10 90.4 � 1.2 37.1e-3 � 0.7e-3 10.12e-5 � 0.13e-5
400 W 0.37 � 0.10 1.48 � 0.13 90.4 � 0.9 38.5e-3 � 2.0e-3 10.41e-5 � 0.16e-5
Optimal a b 89.5 � 1.7 36.6e-3 � 1.4e-3 9.40e-5 � 0.53e-5

a Linear function between UAb values obtained from 230 and 400 W.
b Linear function between UAc values obtained from 230 and 400 W.
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352 model was already coded in MATLAB1 and the DAE system was
353 efficiently solved with the ode15s routine. Therefore, we only had
354 to add the optimization routine, code the multi-objective cost
355 function and discretize the control variable. For the SIM approach,
356 the code was adapted to AMPL language (which was rather
357 difficult) and the model was fully discretized, generating many
358 equations, variables and inequality constraints in the state
359 variables and the control variable.
360 SEM solved the optimization problem much slower than SIM
361 (5–10 h for SEM and 1–5 s for SIM). The SEM approach solved the

362numerical integration of the DAE system at each iteration step.
363Instead, SIM solved the optimization problem once at the optimal
364point. However, in many cases the SIM method could not solve the
365optimization problem since the model did not converge due to
366numerical limitations.
367For a = 0.06 for SEM and 0.05 for SIM, the high-limit heating rate
368(400 W) was obtained, resulting in the highest ethanol recovery
369(objective 1) at the expense of the highest methanol concentration
370(objective 2). In turn, for a � 0.5, the low-limit heating rate (230 W)
371was obtained, yielding the lowest ethanol recovery and lowest

Table 2
Results obtained with the sequential solution/optimization method for head/heart cut at 5 min and heart/tail cut at 120 min.

Adjustable weight (a) Objective function
(J)

Relative methanol concentration
(Cmeth)

Ethanol recovery
(Receth)

Methanol recovery
(Recmeth)

Alcohol strength (GAd)

0 �0.915 1.40 91.5 94.3 24.8
0.05 �0.823 1.40 91.5 94.1 26.7
0.10 �0.730 1.39 91.4 93.5 29.9
0.15 �0.638 1.38 91.4 92.8 32.0
0.20 �0.547 1.37 91.2 91.9 34.2
0.25 �0.456 1.36 91.0 90.9 36.1
0.30 �0.365 1.35 90.6 89.5 38.2
0.35 �0.276 1.33 90.2 88.2 40.0
0.40 �0.186 1.31 89.5 86.3 42.0
0.45 �0.0985 1.30 88.5 84.2 44.1
0.50 �0.0116 1.27 86.7 80.5 47.1

Table 3
Results obtained with the simultaneous solution/optimization method for head/heart cut at 5 min and heart/tail cut at 120 min.

Adjustable weight (a) Objective function
(J)

Relative methanol concentration
(Cmeth)

Ethanol recovery
(Receth)

Methanol recovery
(Recmeth)

Alcohol strength (GAd)

0.06 �0.805 1.40 91.5 94.0 27.6
0.10 �0.731 1.39 91.5 93.5 29.9
0.15 �0.639 1.38 91.4 92.8 32.4
0.20 �0.547 1.37 91.2 91.9 34.5
0.25 �0.456 1.36 91.0 90.8 36.6
0.30 �0.366 1.35 90.7 89.6 38.5
0.36 �0.258 1.33 90.1 87.8 40.8
0.40 �0.187 1.31 89.5 86.3 42.4
0.43 �0.134 1.30 89.0 85.1 43.6
0.45 �0.0987 1.29 88.6 84.2 44.4
0.48 �0.0465 1.28 87.8 82.7 45.6
0.50 �0.0120 1.27 87.2 81.5 46.5
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Fig. 4. Heating power, head temperature and instant alcoholic strength optimal curves obtained by SEM (a = 0.05, dotted line) and SIM (a = 0.06, dash-dot line).
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372 methanol concentration. In this case, it was possible to reduce the
373 relative methanol concentration 7.3% compared to the concentra-
374 tion in the initial mixture (1.37 g/L.a.a.), recovering 87.2% of the
375 ethanol (Table 3). De Lucca et al. [35] were able to reduce the
376 relative methanol concentration in the distillate by 22.7% in
377 relation to the initial mixture, recovering 75% of the ethanol in a
378 simulated packed column. In addition, these authors observed that
379 smaller head/heart and heart/tail cut times yielded lower
380 methanol concentrations, independently of the distillation strate-
381 gy. Thus, to compare both distillation methods (Charentais alembic
382 and packed distillation column) in their ability to reduce the
383 distillate methanol content, we solved the optimization problem
384 with a = 1, reducing the head/heart cut time and fixing the ethanol
385 recovery at 75%. We were able to reduce the methanol content in
386 the distillate by 16.8% (1.14 g/L.a.a) in relation to the initial mixture.
387 A batch packed column distillation system has a much higher
388 rectification capacity than a Charentais alembic; therefore, it can
389 reduce the methanol concentration in the distillate 35% more than
390 the Charentais alembic.

391Experimental validation

392A good compromise between both optimization objectives was
393achieved with a = 0.2, where the methanol concentration was
394below the legal limit without sacrificing ethanol recovery. Hence,
395we performed the validation experiments (in triplicate) with this
396solution, using the SIM head temperature as a variable set point to
397be tracked by the control system. Fig. 7 shows the temperature set
398point (optimal path), the measured head temperature, the room
399temperature (disturbance) and the heating power (manipulated
400variable).
401The measured head temperature evolutions were the same in
402the three experimental runs, closely tracking the optimal path
403despite the different evolutions of the room temperature. Small
404variations in the manipulated variable efficiently compensated
405these disturbances. It is worth noticing that the optimal experi-
406ment finished earlier than predicted by the model. In the
407experiments, the cuts were defined by the recovered volumes,
408in order to simplify the comparison with the constant heating

Fig. 5. Heating power, head temperature and instant alcoholic strength optimal curves obtained by a = 0.2. SEM (dotted line) and SIM (dash-dot line).
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409 strategies (see Section 2.2). Moreover, the final distillate corre-
410 sponds to the tail fraction cut which was not part of the
411 optimization objective.
412 Figs. 8 and 9 show a good agreement between simulations and
413 measured values, where most of them lie within the confidence
414 interval. Like in the model calibration experiments, alcoholic
415 strength and distilled volume were the best-fitted variables.
416 We compared the heart cut ethanol recovery and relative
417 methanol concentration obtained in the three distillation strate-
418 gies. Simulations of all strategies considered 85 mL of head and
419 375 mL of heart (see Section 2.2), and these were compared with
420 experimental values (Fig. 10). Experiments confirmed that the
421 optimal strategy achieved the lowest methanol concentration in
422 the heart cut (1.23 g/L.a.a.).
423 The experimental relative methanol concentrations were
424 practically the same for high and low heating power strategies,

425while simulated values (based on cut times) were significantly
426different (see Tables 2 and 3). In the experiments, for simplicity, the
427fractions were defined by volume, while in the simulations the
428fractions were defined by fixed cut times. Nevertheless, simu-
429lations of methanol concentrations in the heart fractions based on
430volumes were quite accurate in all experiments (see Fig. 10).
431Simulations of ethanol recovery were inaccurate only for the
432optimal heating strategy, which was overestimated by 9%. This
433overestimation can be due to differences between simulated and
434experimental heating, where the latter covered a wider range of
435values (0–500 W) to provide the control system more flexibility to
436cope with unmeasured disturbances. In addition, our model
437included several approximations regarding the energy balances: (i)
438the heat transfer parameters in the optimal strategy (UA) were a
439linear function of the heating power applied in the boiler between
440230–400 W; (ii) the energy balances did not consider the thermal

Fig. 7. Experimental optimal strategy in triplicate. Top figure: head temperature set point (solid line) and measured temperatures (dotted lines). Bottom figures: room
temperature (thin lines) and heating power (thick lines).

Fig. 8. Experimental optimal strategy: head temperature, alcoholic strength and methanol concentration. Experimental data: run 1 (�), run 2 (&) and run 3 (D). Simulation
(solid line) and confidence interval (dashed line).
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441 inertia contribution of the 2.5 kg of copper of the alembic; and (iii)
442 the accumulation term in the energy balance in the head of the
443 alembic (partial condenser) was neglected. Since ethanol content
444 in the distillate depends strongly on the equilibrium temperature
445 and varied widely in all distillation runs (between 5 and 65%),
446 simulations of the heart cut ethanol recovery were quite sensitive
447 to the small errors in the simulated instantaneous values due to the
448 assumptions above. In turn, relative methanol concentrations were
449 less dependent on the equilibrium temperature and varied in a
450 much narrower range (between 1.23 and 1.45); hence, those small
451 errors due to the energy balance assumptions had much less
452 impact on the predictions of the relative methanol concentration
453 in the heart cut. Nevertheless, by applying the methodology
454 described above, we were able to reproducibly obtain in
455 experimental runs a distillate with 12% less methanol than
456 standard strategy distillates, with a moderate reduction (2.4%)
457 in the ethanol recovery.

458Conclusions

459A reliable method was presented to develop optimal operating
460strategies for Charentais alembics that simultaneously achieved
461high ethanol recoveries and low methanol concentrations in the
462distillate. The developed model accurately reproduced the
463experimentally observed methanol concentrations in the optimal
464strategy. Experimental ethanol recoveries were 9% lower than
465simulated for the optimal strategy, due to model approximations
466and the wider operating range of the control variable of the
467experimental system. With the optimal strategy tested experi-
468mentally, we were able to reduce the methanol concentration in
469the distillate by 12% compared with standard operating strategies
470(constant heating rates), without a significant reduction in the
471ethanol recovery. In particular, our results showed that a volatile
472impurity such as methanol could be reduced in the spirit by
473applying a low heating power during the head cut. In addition,

Fig. 9. Experimental optimal strategy: distillate volume and distillate flow rate. Experimental data: run 1 (�), run 2 (&) and run 3 (D). Simulation (solid line) and confidence
interval (dashed line).

Fig. 10. Relative methanol concentration and ethanol recovery in the heart cut for each distillation strategy: predicted values (&) and experimental data (&).
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474 increasing the heating power at the beginning of the heart cut will
475 favor the recovery of ethanol. Much better distilled spirits can be
476 obtained by applying model-based engineering tools than those
477 achieved by trial and error experimentation or intuitively. In
478 addition, the methodology proposed in this study could be easily
479 applied to tackle objectives that are more challenging. For example,
480 to produce spirits with enhanced floral aroma and reduced off-
481 flavors. This technology can be applied in small and medium
482 distilleries since the system implementation is relatively simple
483 and low cost.
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488 Appendix A. Alembic model

489 Mass (total, ethanol, methanol) and energy balances in the
490 boiler,

d MBð Þ
dt

¼ L � VB ðA:1Þ

d MB�xeB
� �

dt
¼ L�xeL � VB�yeB ðA:2Þ

d MB�xmB
� �

dt
¼ L�xmL � VB�ymB ðA:3Þ

dðMB�uBÞ
dt

¼ L�hL � VB�HB þ _QB ðA:4Þ
491 Mass (total, ethanol, methanol) and energy balances in the
492 partial condenser (negligible liquid holdup),

VB � L � VD ¼ 0 ðA:5Þ

VB�yeB � L�xeL � VD�yeD ¼ 0 ðA:6Þ

VB�ymB � L�xmL � VD�ymD ¼ 0 ðA:7Þ

VB�HB � L�hL � VD�HD � _QC ¼ 0 ðA:8Þ
493 Thermodynamic equilibrium relationships for methanol,

ymD ¼ Km
C �xmL ðA:9Þ

ymB ¼ Km
B �xmB ðA:10Þ

Km
B;C xeB; xeL
� � ¼ ymB;D

xmB;L
¼ Pm xeB; xeL

� ��gm xeB; xeL
� �

P
ðA:11Þ

494 The activity coefficient for methanol gm is estimated using the
495 UNIFAC contribution groups method. Given the assumption of a
496 quasi-binary mixture, the activity coefficient only depends on the
497 ethanol concentration since an infinite dilution of methanol in a
498 mixture of water-ethanol is assumed.

499Heat transfer model

_QB ¼ _Qcal � UAb� TB � Tenvð Þ ðA:12Þ

_QC ¼ UAc� TC � Tenvð Þ ðA:13Þ
500501Where _Qcal and Tenv are input variables corresponding to the
502control variable and disturbance of the system respectively. This
503model has only one empirical parameter, U � A, which can be easily
504fitted with data normally available in commercial distillation
505facilities [50].

506Simulation

507To simulate the model, a reordering of equations is convenient.
508The distillate molar flow rate is obtained from mass and energy
509balances in the partial condenser (Eqs. (A.5), (A.6) and (A.8))

VD ¼
_QC

HB � HDð Þ þ yeB�yeDð Þ
xeL�yeDð Þ� HD � hLð Þ

� �
_QC

hL � HDð Þ þ xeL�yeDð Þ
yeB�yeDð Þ� HD � HBð Þ

ðA:14Þ
510To calculate the volume of distillate, an empirical correlation
511which calculates the density of the mixture from ethanol
512composition is used [51],

rL yeD
� � ¼ yeD�PME þ 1 � yeD

� ��PMW

f�yeD þ 1 � yeD
� ��PMW=rW

ðA:15Þ

f ¼ f yeD; TD
� � ðA:16Þ

513To simulate the model outputs, the distilled volume (V), as well
514as the accumulated ethanol and methanol, must be calculated by
515three differential equations.

dV
dt

¼ VD � yeD�PME þ 1 � yeD
� ��PMW

� �
rL yeD
� � ðA:17Þ

dMe
D

dt
¼ yeD � VD ðA:18Þ

dMm
D

dt
¼ ymD � VD ðA:19Þ

516517where Me
D and Mm

D are the ethanol and methanol moles in the
518accumulated distillate, respectively. However, the ethanol concen-
519tration was measured in alcoholic strength (GA), the methanol
520concentration in mg/L (Meth) and relative methanol concentration
521in g/L.a.a (Cmeth).

GA ¼ Me
D � PME � 1=rEð Þ

V
� 100 ðA:20Þ

Meth ¼ Mm
D � PMM

V
� 1 � 10�6 ðA:21Þ

Cmeth ¼ Mm
D � PMM

V � GA=100ð Þ � 1000 ðA:22Þ

522Finally, to calculate the composition of ethanol in the partial
523condenser, a rearrangement of the energy balance (Eq. (A.4)) from
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524 mass balances in the boiler (Eqs. (A.1) and (A.2)) is required,

L xeL � xeB
� �� VB yeB � xeB

� �� � @hB

@xB
þ @hB
@TB

dTB

dxB

� 	
¼ L hL � hBð Þ � VB HB � hBð Þ þ _QB ðA:23Þ

525 This equation is an implicit function that depends on the value
526 of xeL. This equation was solved iteratively using MATLAB’s fsolve
527 routine (in the sequential method) and in the AMPL code was
528 included as an additional constraint in the optimization problem
529 (in the simultaneous method).
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