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ABSTRACT: Extended reduced graphs provide summary
representations of chemical structures using pharmacophore-
type node descriptions to encode the relevant molecular
properties. Commonly used similarity measures using reduced
graphs convert these graphs into 2D vectors like fingerprints,
before chemical comparisons are made. This study investigates
the effectiveness of a graph-only driven molecular comparison
by using extended reduced graphs along with graph edit
distance methods for molecular similarity calculation as a tool
for ligand-based virtual screening applications, which estimate
the bioactivity of a chemical on the basis of the bioactivity of
similar compounds. The results proved to be very stable and
the graph editing distance method performed better than other
methods previously used on reduced graphs. This is exemplified with six publicly available data sets: DUD-E, MUV, GLL&GDD,
CAPST, NRLiSt BDB, and ULS-UDS. The screening and statistical tools available on the ligand-based virtual screening
benchmarking platform and the RDKit were also used. In the experiments, our method performed better than other molecular
similarity methods which use array representations in most cases. Overall, it is shown that extended reduced graphs along with
graph edit distance is a combination of methods that has numerous applications and can identify bioactivity similarities in a
structurally diverse group of molecules.

■ INTRODUCTION

With the massive increase in data on chemical compounds and
their activities thanks to the development of high-throughput
screening techniques, there is an increasing demand for com-
putational tools to improve the drug synthesis and test cycle.
These tools are crucial if activity data are to be analyzed and
new models created to be used in virtual screening techniques.1

Virtual screening, that is to say, the use of computational
techniques to search and filter chemical databases,2,3 has become
a common step in the drug discovery process. Virtual screening
has two main categories: structure-based (SBVS)4 and ligand-
based virtual screening (LBVS).5 LVBS uses information about
the known activity of some molecules to predict the unknown
activity of new molecules. The main LBVS approaches are
pharmacophore mapping,6 shape-based similarity,7 fingerprint
similarity, and various machine learning methods.8 The concept
of molecular similarity is frequently used in the context of LBVS,
and the measure of molecular similarity used is an important
feature that determines the success or not of a virtual screening
method.
Molecular similarity methods are commonly used to select

good candidates in the drug discovery industry because it is
assumed that structurally similar molecules are likely to have
similar properties.9 These methods are included in applications
such as molecular screening, similarity searching, or molecular
clustering.10−14

Molecular similarity searching usually requires the descrip-
tors representing the molecules to be defined and a method
by which the level of similarity among the molecules can be
quantified. Various types of descriptors have been used,3,15,16

which can be catalogued as one-dimensional (1D), two-
dimensional (2D), or three-dimensional (3D) depending on
the molecular representations used to calculate them.17 Some
descriptors include general molecular properties (1D descrip-
tors) such as size, molecular weight, logP, dipole moment,
BCUT parameters, etc.18−21 while others create array repre-
sentations of the molecules by simplifying the atomic information
in them such as 2D fingerprints.22−25 There are also 3D descrip-
tors that simplify the 3D information such as molecular
volume.26,27 Additionally, some methods represent compounds
as trees28 and graphs.29,30 Some of these methods represent the
compounds using reduced graphs,31−34 which group atomic
substructures together on the basis of related features such as
ring systems, hydrogen-bonding, pharmacophoric features or
other rules. Moreover, extended reduced graphs (ErG)34 is an
extension of the reduced graphs described by Gillet et al.,33

and makes specific modifications to better describe the pharma-
cophoric properties, size, and shape of the molecules.
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Two similarity measures have been defined to compare reduced
graphs. They map the reduced graphs into a 2D fingerprint33−35 or
into sets of shortest paths.36 Research is ongoing into new
methods for measuring molecular similarity, mainly because of
the difficulty to describe the relationship between the complex
chemical space and its biological activity.
ErGs have proved to be a very useful tool for virtual screening,34

particularly because they can work as an abstraction from the
complex physico-atomic world, and enable us to have direct
experience with the pharmacophoric chemical information
inside the molecular structures. The main goal of this study is
to implement a graph-only driven molecular comparison meth-
odology, without the array representations. The comparison is
made directly on graphs and there is no need to perform any
transformation from graphs into 2D vectors (Figure 1). In our
new model, graph edit distance (GED)37−40 has been used as
similarity measurement between molecular structures based on
ErG. GED computes a cost distance between two graphs, that
is to say, the minimum modifications required to transform
one graph into another. Each modification can be one of six
operations: insertion, deletion, and substitution for both nodes
and edges in the graph.
This paper is organized as follows. First, materials and

methods are presented and explained in detail. Second, com-
putational results are shown. And third, a final discussion con-
cludes the paper.

■ MATERIALS AND METHODS

Data Sets. Six publicly available data sets were used in this
study. They are ULS and UDS,41 GDD and GLL,42 DUD
Release 243 (DUD-E), NRLiSt BDB,44 MUV,45 and a data set
from Comparative Analysis of Pharmacophore Screening Tools46

(CAPST). All these data sets were normalized in a format ready
to use by the LBVS benchmarking platform developed by Skoda
and Hoksza.47 This platform is similar in concept to another
benchmarking platform developed by Riniker and Landrum and
has extended some of its features.48 The data sets formatted to be
used with this platform consist of several selections of active and
inactive molecules grouped according to different targets. Each
selection is separated into test and train sets so that it can be used

for machine learning applications. Each selection is presented
as a predefined random-built collection of constant splits so
that the results are fully reproducible, and the negative effects
of randomness should be mitigated by using multiple splits for

Figure 1. Molecular comparison flowcharts. Difference between traditional ErG methods and our proposal.

Figure 2. Example of molecule reduction using ErG. At the top there
is the original molecule and at the bottom the ErG representation.
Ac: H-bond acceptor; Hf: hydrophobic group; Ar: aromatic ring
system; +: positive charge. Colors are used to show how different
parts of the original structure are reduced to nodes in the ErG.
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each selection. These selections are also catalogued according
to their level of difficulty, which was estimated by analyzing
performance trends for several commonly used LBVS methods
in terms of the resulting Area Under the Receiver Operating
Characteristic curve (AUC)49 value.
Molecular Representation. Reduced graphs are smaller

abstractions of the original chemical graph in whichthe main
information is condensed in feature nodes to give summary
representations of the chemical structures. Depending on the
features they summarize or the use to which they are put,
different versions of reduced graphs can be used. In the case of
virtual screening, the structure is reduced to localize features of
structures that have the potential to interact with receptors while
retaining the spatial distribution and topology among the features.
In this study, the reduction methodology used is the one

described by Stiefl et al.,34 in which the main features are

pharmacophore-type node descriptions. This method is called
ErG, and as the authors point out, it can be described as a hybrid
approach of reduced graphs33 and binding property pairs.50

In ErG, nodes can be one or a combination of the following
features: hydrogen-bond donor, hydrogen-bond acceptor, posi-
tive charge, negative charge, hydrophobic group and aromatic
ring system. Some featureless nodes also work as links to the
relevant features. These can be carbon or noncarbon link
nodes. One example of an ErG can be seen in Figure 2. The
upper part of the figure shows an example molecule with the
pharmacophoric substructures highlighted. The lower part of
the figure shows the ErG obtained from the example molecule.

Molecular Comparison. Once the molecular structure
has been represented as an ErG, the next step is to define a

Figure 3. Fingerprint-based method flowchart.

Figure 4. SED-based method flowchart.

Figure 5. GED-based method flowchart.

Figure 6. One of the edit paths that transforms graph A into graph B.
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similarity procedure to measure how similar two molecules are
by comparing their ErGs. In this paper, we summarize two
reported methods and we present a new one: first method:
fingerprint-based, used by the authors in the paper that reported
ErGs for the first time;34 second method: string edit distance
(SED)-based, presented by Harper et al.;36 third method: our
new proposal, GED-based, which aims to compare ErGs directly
with no intermediate representation. We shall now go on to
describe these three methodologies in detail.
Fingerprint-Based. Generally speaking, fingerprint-based

methods code the molecular structure in a vector array called

a fingerprint (see Figure 3). Each bin denotes the presence
or absence of a particular substructure. Then, the similarity
between two molecules A and B is computed by comparing their
fingerprints with a measure such as the Tanimoto similarity
index (eq 1).

T A B
A B
A B

A B
A B A B

( , )s = | ∩ |
| ∪ |

= | ∩ |
| | + | | − | ∩ | (1)

where A∩B stands for the intersection and A∪B is the union of
the sets of bins in the fingerprints A and B. Furthermore, |A| and
|B| represent the number of nonempty bins in the sets A and B.
The resulting value goes from 0 to 1, with 1 representing the
highest degree of similarity.
In the specific context of ErGs, the fingerprint descriptor

used by Stiefl et al. is based on the method used by Kearsley
et al. for their binding property pairs,50 which, in turn, is an
extension of the atom pairs described by Carhart et al.51

Atom pairs are built using substructures of the form

i jatom type (distance) atom type− −

where (distance) represents the distance between atom i and
atom j along the shortest path. This distance is expressed in
terms of bonds.
Similarly, the descriptor presented by Stiefl et al. uses only

the property points or nodes with assigned features. In this
case, the point pairs are built using substructures of the form

property point1 (distance) property point2− −

where the interfeature distances are computed from the
reduced graph.
The resulting descriptor vector then encodes, for each bin, a

specific property-property-distance triplet. This bin is incremented
by a factor every time a corresponding triplet is found in the
structure under study. The increment factor is a user-definable
parameter, which can be set depending on the data set traits
and the needs of the user. Our experiments used the default
value (0.3) for this factor.

Table 1. Description of the Node and Edge Attributes That
Make up an ErG

node attributes

attribute description

[0] hydrogen-bond donor
[1] hydrogen-bond acceptor
[2] positive charge
[3] negative charge
[4] hydrophobic group
[5] aromatic ring system
[6] carbon link node
[7] noncarbon link node
[0, 1] hydrogen-bond donor + hydrogen-bond acceptor
[0, 2] hydrogen-bond donor + positive charge
[0, 3] hydrogen-bond donor + negative charge
[1, 2] hydrogen-bond acceptor + positive charge
[1, 3] hydrogen-bond acceptor + negative charge
[2, 3] positive charge + negative charge
[0, 1, 2] hydrogen-bond donor + hydrogen-bond acceptor + positive

charge
edge attributes
attribute description
- single bond
= double bond
≡ triple bond

Table 2. Substitution and Insertion/Deletion Costs Used in the GED and SED Calculation

matrix of substitution costs

[0] [1] [2] [3] [4] [5] [6] [7] [0, 1] [0, 2] [0, 3] [1, 2] [1, 3] [2, 3] [0, 1, 2] - = ≡
[0] 0 2 2 2 2 2 2 3 1 1 1 2 2 2 1 2 3 3
[1] 2 0 2 2 2 2 2 3 1 2 2 1 1 2 1 2 3 3
[2] 2 2 0 2 2 2 2 3 2 1 2 1 2 1 1 2 3 3
[3] 2 2 2 0 2 2 2 3 2 2 1 2 1 1 2 2 3 3
[4] 2 2 2 2 0 2 2 3 2 2 2 2 2 2 2 2 3 3
[5] 2 2 2 2 2 0 2 3 2 2 2 2 2 2 2 2 3 3
[6] 2 2 2 2 2 2 0 3 2 2 2 2 2 2 2 2 3 3
[7] 3 3 3 3 3 3 3 0 3 3 3 3 3 3 3 3 3 3
[0, 1] 1 1 2 2 2 2 2 3 0 2 2 2 2 2 2 2 3 3
[0, 2] 1 2 1 2 2 2 2 3 2 0 2 2 2 2 2 2 3 3
[0, 3] 1 2 2 1 2 2 2 3 2 2 0 2 2 2 2 2 3 3
[1, 2] 2 1 1 2 2 2 2 3 2 2 2 0 2 2 2 2 3 3
[1, 3] 2 1 2 1 2 2 2 3 2 2 2 2 0 2 2 2 3 3
[2, 3] 2 2 1 1 2 2 2 3 2 2 2 2 2 0 2 2 3 3
[0, 1, 2] 1 1 1 2 2 2 2 3 2 2 2 2 2 2 0 2 3 3
- 2 2 2 2 2 2 2 3 2 2 2 2 2 2 2 0 3 3
= 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 0 3
≡ 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 0
insertion/deletion costs
insert 1 1 1 1 1 1 0.5 0.5 1 1 1 1 1 1 1 0.1 1 1
delete 1 1 1 1 1 1 0.5 0.5 1 1 1 1 1 1 1 0.1 1 1
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Depending on the type of descriptor, binary or algebraic,
different types of Tanimoto similarity coefficients can be applied.
The summation form was used for ErG descriptors (eq 2).

T A B
n n

n n n n
( , )

( ) ( )
i
m

A i B i

i
m

A i i
m

B i i
m

A i B i
s

1 , ,

1 ,
2

1 ,
2

1 , ,
=

∑
∑ + ∑ − ∑

=

= = =
(2)

where m is the size of the ErG vector, nA,i is the ith entry of the
vector in compound A, and nB,i is the ith entry of the vector in
compound B.
The computation of the ErG reduction and the Fingerprint-

based similarity value presented in this study uses the RDKit,52

an open-source cheminformatics toolkit made available under
the Berkeley Software Distribution (BSD) license.
SED-Based. Harper et al. proposed another procedure to

compare reduced graphs (Figure 4), in which the distance
between two reduced graphs A and B is calculated by com-
paring the shortest paths between terminal nodes (nodes of
degree one) in A and B. The distance between the two reduced
graphs is defined as the maximum out of all of the minimum
costs after all paths have been compared in A and B. When the
paths are compared, some edition penalties are needed to
balance the transformation from one node to another (or one
edge to another). We have used the same transformation costs
as those used for GED-based method (see below).
The SED-based similarity value presented in this study is

computed with an in-house implementation that uses C++ and
Python languages, following the steps described by Harper et al.36

GED-Based. Figure 5 shows a molecular comparison proce-
dure using GED. GED is the most used method to solve error-
tolerant graph matching. It defines a distance between graphs
by determining the minimum number of modifications that are
required to transform one graph into the other. To do so, these
modifications, which are called edit operations, need to be defined.
Basically, six different edit operations have been defined: insertion,
deletion and substitution of both nodes and edges. In this way, for
every pair of graphs A and B, there are several editPath(A,B) =
(σ1,...,σk) that transforms one graph into the other, where each σi
denotes an edit operation. Figure 6 shows a possible edit path that
transforms graph A into graph B. It consists of the following 5 edit
operations: delete edge, delete node, insert node, insert edge,
and substitute node. The substitution operation is needed since
the attributes of both nodes are different.
Edit costs have been introduced to quantitatively evaluate

which edit path has the minimum total cost. The aim of these
costs is to assign a transformation penalty to each edit operation
depending on the extent to which it modifies the transformation
sequence. The edit cost for a given edit path is the sum of all
individual transformation costs. For instance, the edit cost for
the edit path in Figure 6 is the cost of deleting an edge, plus the
cost of deleting node 3, plus the cost of inserting node 2, plus
the cost of inserting an edge, plus the cost of substitution from
node 1 to node 4. The GED for any pair of graphs A and B is
defined as the minimum cost under any possible edit path
sequence of transforming one graph into the other.
The resulting distance is then adjusted according to the size

of both graphs by dividing the obtained GED by their average
number of nodes. The goal of this adjustment is to avoid
favoring smaller graphs, since larger graphs tend to have larger
overall transformation costs.
GED Computation. In the last three decades, a number of

GED computation methods have been proposed. There are T
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two types: those that return the exact value of the GED in
exponential time with respect to the number of nodes,53 and
those that return an approximation of the GED in polynomial
time.54,55 These GED computation methods have been subject
to studies and comparisons.56,57 An in-house implementation
of the bipartite graph matching method proposed by Serratosa54

with C++ and Python languages was used to compute an
approximation of the GED in polynomial time.
GED Costs. The edit costs should be selected depending on

how similar the nodes and edges are. For instance, it is logical
to think that, when ErGs are compared, the cost of substituting
a hydrogen-bond donor feature with a joint hydrogen-bond
donor−acceptor feature should be less heavily penalized than
the cost of substituting a hydrogen-bond donor feature with an
aromatic ring system. Similarly, inserting a single bond should
have a lower cost than inserting a double bond and so on.
In this study we used the edit costs proposed by Harper et al.36

adapted to ErG. The node and edge descriptions are found in
Table 1, and our specific costs can be observed in Table 2.
Method Evaluation. The LBVS benchmarking platform

and the RDKit were used to evaluate the three methods
mentioned before: fingerprint-based, SED-based, and GED-
based. The screening phase consists of using all active and
inactive compounds in the test set to be compared with the
active compounds in the training set. Then, all test molecules
are ranked according to their similarity to the active molecules
in the training set, and only the information from the test mole-
cule with the highest similarity value is kept. Subsequently, the
performance of each method is calculated by using the infor-
mation obtained in the previous step and some of the
performance-evaluation methods.
As recommended by Riniker and Landrum in their fingerprint

benchmarking study,48 it is good practice to provide the
performance values for AUC and one of the “early recognition”
methods, enrichment factor (EF) or Boltzmann-enhanced
discrimination of ROC (BEDROC).58 In this study we selected
the BEDROC (α = 20) as our “early recognition” method, since
it has the advantage of running from 0 to 1.
Computational Expense. The evaluations reported in this

study were performed using a quad-core, 2.0 GHz Intel Core i7
laptop with 8 GB RAM (operating system version Ubuntu
16.04). The most time-consuming step during the benchmark-
ing process is calculating the similarity between graphs for each
method; the remaining steps require negligible computational

expense. An accurate time-consuming comparison would not
be fair, since different methods were developed using different
proportions of Python or C++ programming language. Never-
theless, for the data sets considered here, none of the similarity
calculations took longer than 20 min per target (executing 10
iterations per target, each iteration performs almost 20 thousand
individual molecular comparisons) using the predefined random-
built splits available in the LBVS benchmarking platform.

■ RESULTS

Experimental Setup. Six experiments were carried out
using different activity classes from six publicly available data
sets. The classification accuracy for the methods tested was
computed using the screening and statistical tools available in
the LBVS benchmarking platform and the RDKit. The AUC
and BEDROC results obtained show the behavior of all the
targets available in each data set in the platform using the
Fingerprint-based, SED-based and GED-based methods.

Analysis of the Experiments. Table 3 summarizes the
input data of the experiments, and Figure 7 shows the overall
behavior for the three similarity methods for all of the targets
available in the LBVS platform. These results show that the
GED-based method has a slight advantage over the FP-based
and the SED-based methods, which can be observed in the
median, first quartile, and third quartile for both the AUC and
BEDROC results in the box-and-whisker plots. An overall
comparison might not be very informative, so a deeper analysis
should be carried out for each data set separately.
Figures 8 and 9 show the same information as Figure 7, but

this time the specific behavior for each data set can be seen
separately (one data set per subfigure). Figure 8 represents the
AUC values, and Figure 9 represents the BEDROC values.
Again, box-and-whisker plots are located on the right of each
subplot to illustrate the distribution of the values. The following
analysis will focus on these distribution results.
For the ULS-UDS data set, the median value of results for

the GED-based method is better than for the FP-based and
SED-based methods. This is noticeable in the AUC and
BEDROC results, specially in the last two targets (OPRM_A-
gonist and PE2R3_Antagonist). Probably the most noticeable
advantage of the GED-based method in this case is its stability
(stability is represented as the box and whiskers length; shorter
lengths indicate that several results are closer to each other so
the method seems more reliable).

Figure 7. AUC and BEDROC (α = 20) over all available targets in the LBVS benchmarking platform. The scattered values on the left of both
subplots represent the median value from 10 predefined random-built splits, using different colors and shapes per similarity method. Vertical
segmented lines mark the edge between different data sets (from left to right: ULS-UDS, GLL&GDD, CAPST, DUD-E, NRLiSt_BDB, and MUV).
The box-and-whisker plots on the right of both subplots show the distribution of the resulting values for each similarity method. The boxes show
the first and third quartile, the line is the median value (second quartile), and the whiskers extend from the boxes to show the range of the data
(outliers are included if there are any).
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For the GLL&GDD data set, the performance of the GED-
based method is significantly better than of the FP-based and
SED-based methods. The median, first quartile and third
quartile are better in both the AUC and BEDROC results.
The biggest difference in performance can be noticed in the
“PE2R” group targets, located close to the right in the plot
(PE2R1_Antagonist, PE2R2_Antagonist, PE2R3_Antagonist
and PE2R4_Antagonist).
For the CAPST data set, the performance is slightly better

for the FP-based method than for the GED-based and SED-
based methods. This can be seen in the AUC and BEDROC
results. The better FP-based performance is more noticeable in
the last two targets (PTP1B and UROKINASE). Nevertheless,
the stability of results is not very reliable, specially in BEDROC,
where performance goes from very low to very high values.
The advantage of the GED-based method is possibly

greatest for the DUD-E data set. Even the second quartile of
the GED-based method is higher than the third quartile of the

FP-based and SED-based methods. This is true for the
AUC and BEDROC values. Besides, the GED-based method is
quite stable, particularly for the AUC values. The GED-based
superiority is more noticeable in such targets as P38, SRC,
FXA and FGFR1 located between the center and the right of
the plot.
For the NRLiSt_BDB data set, again the GED-based

method gets significantly better results than the FP-based
and SED-based methods. This can be seen in the AUC and
BEDROC results, and it is evident in the first, second (median)
and third quartiles. The stability is similar for all methods, with
the FP-based method being slightly better in the AUC values and
the SED-based method being slightly better in the BEDROC
values. The biggest difference between the performance of the
GED-based method and the performance of the other methods
can be observed in such targets as LXR_Alpha_Agonist,
LXR_Beta_Agonist, PPAR_Alpha_Agonist, and PPAR_
Gamma_Agonist, near the center of the plot.

Figure 8. AUC results for all available targets in the LBVS benchmarking platform separated by data set. Each scattered value on the left of each
subplot represents the median value of 10 predefined random-built splits. A different color and shape is used for each similarity method. Box-and-
whisker plots on the right of each subplot show the distribution of the resulting values for each similarity method.

Journal of Chemical Information and Modeling Article

DOI: 10.1021/acs.jcim.8b00820
J. Chem. Inf. Model. 2019, 59, 1410−1421

1416

http://dx.doi.org/10.1021/acs.jcim.8b00820


The overall results for the MUV data set are the lowest of all
of the experiments. This is true for all three similarity methods.
Nevertheless, the GED-based method performs slightly better
than the FP-based and the SED-based methods in the “early
recognition” BEDROC results. The difference is more signifi-
cant for such targets as 466, 548, and 600 on the left of the
plot. The FP-based method performs slightly better than
others in the AUC results, particularly in such targets as 652,
852 and 737.
Statistical Tests. As well as the above analysis, statistical

tests were carried out to determine whether the differences in
performance are statistically significant. In other words, these tests
assess whether some methods are consistently better than others.
The first step used the overall Friedman test.59 Table 4

shows the overall Friedman test results for each data set. The
last row shows the results of applying the same test to all of the
targets combined. The p-value of the overall Friedman test was
extremely low in most cases (a confidence level of α = 0.05

is used), which indicates that there are statistically significant
differences between different methods. Hence, a more in-depth
analysis might be helpful.
The second step in the statistical tests consists of a pairwise

Wilcoxon signed-rank test60 to determine which pairs of methods
exhibit a statistically significant difference. Table 5 shows the
results of this test applied to all of the data sets combined and
using the AUC and BEDROC results.
The same pairwise Wilcoxon signed-rank test was performed

again but this time applied to each data set separately. The
results of the tests are presented in Tables 6 (AUC values) and
7 (BEDROC values).
Pairwise comparison tables show very low p-values in most

cases (the lower the p-value the better), and the difference
between one method and the other was statistically significant.
This is true for AUC and BEDROC results and for all data sets
except ULS-UDS and CAPST. Therefore, for these two data
sets, the slight differences in performance are not regarded as

Figure 9. BEDROC (α = 20) results for all available targets in the LBVS benchmarking platform separated by data set. Each scattered value on the
left of each subplot represents the median value of 10 predefined random-built splits. A different color and shape is used for each similarity method.
Box-and-whisker plots on the right of each subplot show the distribution of the resulting values for each similarity method.
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statistically significant. Note that statistically significant differ-
ences may not always mean practically meaningful differences
(Table 7).61

Finally, Table 8 shows the drawing and the ErG repre-
sentation of three sample molecules. As an example, we
selected the first two active molecules (ligands) and the first
inactive molecule (decoy) from the target VDR_Agonist in the
NRLiSt_BDB data set. Table 9 shows the distances between
these molecules using the FP-based, SED-based, and GED-
based similarity methods. The range of FP-based and SED-
based distances is [0,1] whereas the range of the GED-based is
[0,Inf]. Hence, the values obtained with different methods
cannot be compared. Nevertheless, it is noticeable that, for

each method, the distance value computed between two ligand
compounds is lower than the distance computed between a
ligand compound and a decoy compound. This is the basis of
correctly classifying the ligand and decoy molecules to be used
in the process of virtual screening.

■ CONCLUSIONS AND FUTURE RESEARCH

This paper presents a molecular similarity measure that uses
graph edit distance to effectively compare the representation of
molecules by extended reduced graphs. This method works as
an alternative to the fingerprint-based similarity method used
in the original paper on ErGs by Stiefl et al. and also as an
alternative to the string edit distance-based method used in the
paper by Harper et al.
The experiments performed used several samples collected

from publicly available data sets like DUD-E and MUV.
To overcome the common problems of reproducibility when
different methods are compared, we used a benchmarking
platform proposed by Skoda and Hoksza which, among other
features, includes several screening and statistical tools and
provides fully reproducible outcomes.
The results of the experiments show that the GED-based

method performed better in 4 out of 6 methods according
to AUC and in 5 out of 6 methods according to the “early
recognition” BEDROC. Nevertheless, these differences are
statistically significant in four of the data sets, since for ULS-
UDS and CAPST, the differences are not significant according
to the pairwise Wilcoxon signed-rank test.
To compute the GED, we used the edit costs proposed by

Harper et al. which were assigned by experts to manage

Table 4. P-Values of a Friedman Test for AUC and
BEDROC Results, Comparing All Three Similarity Methods
(GED-Based, FP-Based, and SED-Based) at the Same
Timea

Friedman test (AUC) Friedman test (BEDROC)

ULS-UDS 0.173774 0.173774
GLL&GDD 2.97804 × 10−14* 5.30798 × 10−15*
DUD-E 0.000911882* 0.000300185*
NRLiSt_BDB 7.48518 × 10−05* 5.77775 × 10−08*
MUV 0.00102573* 0.00714619*
CAPST 0.0497871* 0.0497871*
all data sets 7.46387 × 10−24* 1.89219 × 10−28*

aThe test is done per dataset, and all datasets are combined in the last
row. Here, a confidence level of α = 0.05 is used, so p-values lower
than α indicate statistically significant differences, which are marked
with an asterisk (*) in the table.

Table 5. P-Values of a Pairwise Wilcoxon Signed-Rank Test for AUC and BEDROC Results, Comparing All Three Similarity
Methods (GED-Based, FP-Based, and SED-Based)a

Wilcoxon test (AUC) Wilcoxon test (BEDROC)

SED FP GED SED FP GED

SED 1.20841 × 10−13* 7.4432 × 10−21* 2.08456 × 10−16* 1.18024 × 10−21*
FP 1.20841 × 10−13* 0.000748788* 2.08456 × 10−16* 0.000585085*
GED 7.4432 × 10−21* 0.000748788* 1.18024 × 10−21* 0.000585085*

aThe test is applied to all targets in the datasets combined. Here, a confidence level of α = 0.05 is used, so p-values lower than α indicate statistically
significant differences, which are marked with an asterisk (*) in the table.

Table 6. P-Values of a Pairwise Wilcoxon Signed-Rank Test for AUC Results, Comparing All Three Similarity Methods (GED-
Based, FP-Based, and SED-Based)a

ULS-UDS GLL&GDD

SED FP GED SED FP GED

SED 0.273322 0.0678892 4.26037 × 10−08* 3.34327 × 10−12*
FP 0.273322 0.465209 4.26037 × 10−08* 0.0018207*
GED 0.0678892 0.465209 3.34327 × 10−12* 0.0018207*

CAPST MUV

SED FP GED SED FP GED

SED 0.0678892 0.0678892 0.000351533* 0.00748178*
FP 0.0678892 0.465209 0.000351533* 0.0615039
GED 0.0678892 0.465209 0.00748178* 0.0615039

DUD-E NRLiSt_BDB

SED FP GED SED FP GED

SED 0.109745 0.00768579* 0.0520334 3.02696 × 10−05*
FP 0.109745 0.00768579* 0.0520334 0.00167307*
GED 0.00768579* 0.00768579* 3.02696 × 10−05* 0.00167307*

aThe test is done using all targets separated by datasets. Here, a confidence level of α = 0.05 is used, so p-values lower than α indicate statistically
significant differences, which are marked with an asterisk (*) in the table.
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relationships between different node and edge types. Further
research will focus on automatically learning the edit costs on
nodes and edges in several scenarios using a variety of toxi-
cological end points. This learning process will be similar to
that carried out by Birchall et al.62 in which they optimized the
edit values proposed by Harper et al. for their method.
For purposes of simplicity, the GED implementation used in

this study does not envisage the use of stereochemical infor-
mation for molecules. This issue could be addressed in future
studies. It should be possible to include this information since
the 3D location of each atom is available for all of the data sets
in the LBVS benchmarking platform, so a reference for the
position of the neighbors with respect to each atom should be
able to be established.
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