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Abstract

In bargaining and negotiations, should one make the first offer or wait for the
opponent to do so? Practitioners support the idea that moving first in bargaining
is a mistake, while researchers find strong evidence that first-movers benefit from
an anchoring effect. This paper addresses these issues from a theoretical perspec-
tive for the first time in the literature. It is found that first-movers benefit from
a strategic advantage, while second-movers benefit from an information advantage.
Therefore, the existence of first and second-mover advantages depends crucially on
the relative strength of these two effects. In line with the experimental literature,
first-mover advantages are more prevalent, but second-mover advantages appear in
very reasonable and realistic bargaining situations. Among other results, it is found
that second-mover advantages require the existence of high-types (patient individu-
als) and differences in individuals’ preferences. The results also suggest a systematic
first-mover advantage in contexts of great ambiguity, in which the anchoring effect
of the first offer becomes the driving force.

Keywords: Bargaining and negotiation; First offer dilemma; Anchoring effects;
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1. Introduction

The first offer dilemma in bargaining and negotiation is a central and debated
question among academics and practitioners—should one make the first offer or wait
for the opponent to do so? Interestingly, practitioners and researchers tend to dis-
agree on this issue. Loschelder et al., 2014 call it the practitioner-researcher paradox.

There is a conventional wisdom among practitioners that moving first in bar-
gaining is a mistake. Some practical and business oriented literature supports the
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idea that it is wise to let the opponent make the first offer (Dell and Boswell, 2009;
McCormack, 1989; among others). The argument is that first offers provide crucial
information to the second-mover and may give away some bargaining zone.

However, the majority of the experimental and empirical research, coming mostly
from psychology and business, shows that first offers benefit from an anchoring effect
(Chertkoff and Conley, 1967; Galinsky et al., 2009; Galinsky and Mussweiler, 2001;
Kristensen and Gärling, 1997; Liebert et al., 1968; Yukl, 1974).1 The argument is
that the first offer drives the cognitive process towards the search for information and
attributes that are consistent with this offer (Mussweiler and Strack, 1999, 2000). Orr
and Guthrie (2006) have found that around 25% of the variance in the final outcome
is explained by first offer effects. Galinsky et al. (2009) and Van Poucke and Buelens
(2002) have found even stronger first offer effects. Gunia et al. (2013) show that the
first offer effect is remarkably robust across cultures, bargaining powers, and types of
negotiations, but some authors argue that first-movers fail to exploit the potential of
the anchoring effect (Galinsky and Mussweiler, 2001; Liebert et al., 1968). First offers
have an even stronger anchor effect when the subjects have little or no information
about the value of the object under negotiation (Gunia et al., 2013; Orr and Guthrie,
2006; Strack and Mussweiler, 1997).

However, the strength of the first offer anchoring effect can be mitigated if we
consider information issues, experience, framing, perception and aspirations. For
instance, Liebert et al. (1968) have found that less well-informed bargainers are
more influenced by extreme first offers than informed bargainers (Orr and Guthrie,
2006). Orr and Guthrie (2006) conclude that experts are more immune to anchoring
effects, but not completely so (Neale and Bazerman, 1983; Ritov, 1996). For instance,
Northcraft and Neale (1987) have found anchoring effects in real estate professionals
(Mussweiler et al., 2000), and Englich et al. (2006) and Orr and Guthrie (2006) have
found anchoring effects in professional judges. The first offer anchoring effect can
also be mitigated by inconsistent or contradictory information that does not support
the proposed value (Chapman and Johnson, 1999; Kristensen and Gärling, 2000;
Lord et al., 1984; Mussweiler et al., 2000).

The theoretical literature, coming mostly from economics, also agrees with the ex-

1Empirical studies supporting the existence of a second-mover advantages are usually the ex-
ception (Gunia et al., 2013; Galinsky et al., 2009; Neale and Lys, 2015). For instance, Cotter
and Henley Jr (2008) show that first-mover advantages exist only if negotiators are inexperienced.
Loschelder et al. (2016) found second-mover advantages in multi-issue zero-sum (integrative) ne-
gotiations when first offers reveal the first-mover preferences, but not in single issue zero-sum
(distributive) negotiations (see also Loschelder et al., 2014; Ritov and Moran, 2008).
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istence of first-mover advantages in non-cooperative bargaining situations (Ausubel
et al., 2002; Binmore et al., 1992; Fudenberg et al., 1985; Kennan and Wilson, 1993;
Rubinstein, 1982, 1985; Sobel and Takahashi, 1983). The existence of first-mover
advantages are implicit in most studies (Muthoo, 1999; Osborne and Rubinstein,
1990). However, this issue has never been addressed explicitly. As opposed to other
economic issues, in which first- and second-mover advantages are well-understood
(Lieberman and Montgomery, 1988), the existence of first- or second-mover ad-
vantages in bargaining and negotiations remains far from our understanding. The
present paper is the first theoretical approach aimed at addressing these issues.

The objective of this paper is to study the circumstances under which the second-
mover holds an advantage in bargaining. In this context, we want to understand
why—despite so much evidence in favor of the first-mover position—professional
bargainers seem to prefer the second-mover position.

For instance, at some moment in our lives, when buying or selling an object, we
have been invited to make the first offer. This invitation is very common among
professional bargainers. For instance, in China and in most Eastern cultures (in
some Western countries also, but to a much lesser extent), some goods do not have a
price tag. In this context, when buyers demand information about the selling price,
they are invited to make an offer. In other words, sellers refrain from making the
first offer in order to become second-movers. In fact, professional bargainers seem
to compete for this position. In this context, the following question arises: what are
the strategic reasons behind such behavior?

In order to address these issues, we consider the Rubinstein (1982) infinite horizon
alternating offers model with incomplete information about the time preferences (i.e.,
the discount factor). In this model, two fully rational individuals bargain over the
division of a pie with a unit value. For simplicity, we consider that individuals can be
of two different types. High-type individuals, who have a higher discount factor and
are consequently less likely to accept a smaller share of the pie (patient-types), and
low-type individuals, who have a lower discount factor and are consequently more
likely to accept a smaller share of the pie (impatient-types).

We consider a one-sided incomplete information structure (Ausubel et al., 2002;
Binmore et al., 1992; Fudenberg et al., 1985; Kennan and Wilson, 1993; Rubinstein,
1985), in which the first-mover has no knowledge about the second-mover’s type,
but the second-mover has complete information about the first-mover’s type. The
information structure leads to a simpler and more tractable model, and is motivated
by the fact that offers provide information about the individuals’ types.

Under perfect information conditions, first-movers hold a strategic advantage
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(Muthoo, 1999; Osborne and Rubinstein, 1990; Rubinstein, 1982), which is explained
by the fact that first-movers have an early chance to impose their preferences on
second-movers. In a context with costly delay due to discounting, the second-mover
is in a weaker position, because rejection implies an undesired loss of value. The
first-mover advantage explores this fact.

The introduction of incomplete information returns an information advantage to
the second-mover. The first-mover faces a dilemma: either she proposes an aggressive
offer (i.e., an offer that is relatively more favorable to herself), but that may be
rejected, which leads to a cost of delay, or she proposes a soft offer (i.e., an offer
that is relatively less favorable to herself, which has associated an information cost),
but is sure to be accepted. Consequently, the second-mover may benefit from offers
that are higher than required for acceptance, which has associated an information
gain. Therefore, the existence of first- or second-mover advantages depends crucially
on the strength of the strategic and information advantage.

We find two different first-mover strategic behaviors. (i) If there is a strong belief
that the second-mover is of the high-type, the first-mover proposes soft offers. In
this case, there is no delay and no destruction of value, but the first-mover may
incur an information cost and the second-mover benefit from an information gain.
Consequently, second-mover advantages exist if the information advantage is suffi-
ciently strong, which increases with the difference between the types. (ii) Otherwise,
if there is no strong belief that the second-mover is of the high-type, the first-mover
proposes aggressive offers. However, these offers can be rejected by the high-type
second-movers, and consequently lead to a cost of delay. In this case, the second-
mover position is preferred if the first-mover cost of delay is sufficiently important.

We also find other regularities. First, second-mover advantages always require
the existence of differences in individuals’ types. Second, second-mover advantages
always require sufficiently strong beliefs that the opponent is of the high-type, i.e.,
the type that rejects aggressive offers. These beliefs discipline first-movers to propose
soft offers, which are the offers that can potentially benefit second-movers. Third,
first-mover advantages tend to be more prevalent, in line with the experimental
and empirical literature, but second-mover advantages tend to appear under very
reasonable and realistic situations. Fourth, first-mover advantages are particularly
robust in contexts of great ambiguity, which may provide a rationale for why it is so
difficult to find second-mover advantages in the experimental literature.

This paper is organized as follows: Section 2 describes the theoretical framework,
Section 3 characterizes the bargaining equilibrium, Section 4 studies the existence of
first- and second-mover advantages in bargaining, and Section 5 concludes.
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2. The incomplete information model

We consider two individuals (i P t1, 2u) who take turns making offers about how
to divide a pie of size one. We do not fix a buyer and a seller role to each individual.
Instead, individual i “ 1 denotes the first-mover and individual i “ 2 denotes the
second-mover.

Individuals dislike delay. In this context, individuals’ discount the future accord-
ing to the discount factor δωi

i P p0, 1q where ωi P tl, hu denotes the individual i type.
For the sake of simplicity, individuals can be of two types. High-types or patient-types
(denoted as ωi “ h), who have a higher discount factor δhi P p0, 1q, and are conse-
quently less likely to accept a lower share of the pie. Low-types or impatient-types
(denoted as ωi “ l), which have a lower discount factor δli ď δhi , and consequently
more likely to accept a lower share of the pie. High- and low-types have probabilities
p P r0, 1s and 1´ p, respectively.

The bargaining protocol is similar to the one in Rubinstein (1982), but with one-
sided incomplete information (Ausubel et al., 2002; Binmore et al., 1992; Fudenberg
et al., 1985; Kennan and Wilson, 1993; Rubinstein, 1985), in which the first-mover
has no information about the second-mover’s type, but the second-mover learns the
first-mover’s type after observing their offer. However, ex-ante, i.e., before bargaining
begins, the second-mover does not know the first-mover type.2 Let xω1ω2

i and 1´xω1ω2
i

denote the first and second-mover share of the pie proposed by mover i P t1, 2u in
Stage i P t1, 2u (in our context, since agreement is reached either in Stage 1 or 2, we
remove the reference to time). The superscripts ω1, ω2 P tl, hu associate the offers
with the first and second-mover types, respectively.3

The equilibrium offers and payoffs are obtained as in the Rubinstein (1982) model.
In equilibrium, individuals must be indifferent between accepting and rejecting the
first and second-mover offers made in Stage 1 and 2, respectively. In Stage 1, the first-
mover offer xω1ω2

1 must be such that the second-mover must be indifferent between

2Often in reality, information revelation occurs more slowly. Consequently, in every period
individuals alternate positions, which makes it difficult to separate the strategic and information
effects. For that reason, a simple and tractable information structure is strictly necessary to separate
these two effects. Nonetheless, in aggregate terms, the first-mover is always ahead in strategic terms,
while the second-mover is always ahead in information terms.

3Note that under incomplete information, the individual true type may not coincide with the
superscripts attached to a particular offer, because individuals may strategically propose something
different. For instance, a low type first-mover may propose xhh1 or xhl1 to a high- or low-type
second-mover, respectively, which is different from her optimal perfect information offer xlh1 or xll1 ,
respectively.
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accepting it in Stage 1, with payoff 1´xω1ω2
1 , and rejecting it, with Stage 2 discounted

payoff δω2
2 p1´x

ω1ω2
2 q, i.e., 1´xω1ω2

1 “ δω2
2 p1´x

ω1ω2
2 q. In Stage 2, the second-mover offer

xω1ω2
2 must be such that the first-mover must be indifferent between accepting it in

Stage 2, with payoff xω1ω2
2 , and rejecting it, with Stage 3 discounted payoff δω1

1 x
ω1ω2
1 ,

i.e., xω1ω2
2 “ δω1

1 x
ω1ω2
1 . The solution to the system made up of these two equilibrium

conditions returns the following first and second-mover offers:

pxω1ω2
1 , xω1ω2

2 q “

ˆ

1´ δω2
2

1´ δω1
1 δ

ω2
2

,
δω1
1 p1´ δ

ω2
2 q

1´ δω1
1 δ

ω2
2

˙

, (1)

for ω1, ω2 P tl, hu.
In our context, the first-movers (the uninformed side) can make two different

kinds of offers: soft offers and aggressive offers. A soft offer is a first-mover offer
that is accepted by any second-mover type (i.e., xlh1 or xhh1 , depending on whether
the first-mover is of the low or high-type, respectively), while an aggressive offer
is a first-mover offer that is accepted by low-type second-movers but rejected by
high-type second-movers (i.e., xll1 or xhl1 , depending on whether the first-mover is of
the low or high-type, respectively). Clearly, soft offers entail lower shares of the pie
for the first-mover than aggressive offers (i.e., xlh1 ď xll1 or xhh1 ď xhl1 , depending on
whether the first-mover is of the low or high-type, respectively).

Hence, if an agreement is reached in Stage 1, the first- and second-mover payoffs
are:

pvω1ω2
1 , vω1ω2

2 q “ pxω1ω2
1 , 1´ xω1ω2

1 q “

ˆ

1´ δω2
2

1´ δω1
1 δ

ω2
2

,
δω2
2 p1´ δ

ω1
1 q

1´ δω1
1 δ

ω2
2

˙

, (2)

for ω1, ω2 P tl, hu, while if agreement is reached in Stage 2, the first and second-mover
discounted payoffs are:

ppvω1ω2
1 , pvω1ω2

2 q “ pδω1
1 x

ω1ω2
2 , δω2

2 p1´ x
ω1ω2
2 qq “

ˆ

δω1
1 δ

ω1
1 p1´ δ

ω2
2 q

1´ δω1
1 δ

ω2
2

,
δω2
2 p1´ δ

ω1
1 q

1´ δω1
1 δ

ω2
2

˙

, (3)

for ω1, ω2 P tl, hu. The decoration “p” denotes Stage 2 payoffs discounted to Stage 1.
Note that the second-mover discounted payoff is the same regardless of whether

there is an early or a late agreement, i.e., vω1ω2
2 “ pvω1ω2

2 for all ω1, ω2 P tl, hu, which
is an implication of the fact that agreement is reached either in Stage 1 or 2.

In order to make specific predictions regarding the existence of first and second-
mover advantages, we assume that types are symmetric. Otherwise, the existence of
second-mover advantages could be explained by asymmetries between the individuals
in terms of discounting, as in the perfect information model.
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Assumption (symmetry): δl1 “ δl2 “ δl and δh1 “ δh2 “ δh.

The four combinations of first and second-mover types differ in terms of ω1 P tl, hu
and ω2 P tl, hu, respectively, i.e., tll, lh, hl, hhu. The following result ranks the first
and second-mover discounted payoffs in expressions (2) and (3) in terms of value.

Lemma 1. The following relation between payoffs holds true:

vhl1 ě vll1 ě vhh1 ě vlh1 and vhl2 ď vll2 ď vhh2 ď vlh2 , (4)

for δl ď δh ď 1, with strict inequality if δl ă δh ă 1, where vω1ω2
2 “ pvω1ω2

2 for all
ω1, ω2 P tl, hu.

The proof of Lemma 1 can be found in the Appendix. These inequalities are
important for understanding our results.

3. The bargaining equilibrium characterization

In our context, the starting point is understanding that first-movers will have a
strategic advantage, while second-movers will have an information advantage. The
first-mover strategic advantage is based on the fact that the first-mover has an early
chance to impose its interests on the second-mover. Consequently, the second-mover
is in a weaker position because rejection implies an undesired loss of value due to
delay, which becomes more severe with discounting. The first-mover strategic ad-
vantage explores this fact. The second-mover information advantage is due to the
fact that the second-mover may benefit from first-mover offers that are higher than
required for acceptance (soft offers), which materializes into information gains to the
second-mover and information costs to the first-mover, while not losing the chance
to reject unfavorable offers (aggressive offers), which materializes into costs of delay
to the first-mover. The strength of these two effects determines who has advantage
in bargaining.

In this context, we distinguish between the low- and high-type first-movers be-
havior because they may lead to different equilibrium offers.

Low-type first-mover case - The low-type first-mover soft offer xlh1 does not risk
rejection, but has an implicit information cost. In this case, the low-type first-mover
payoff is given by:

vlh1 “ Epvl1q ´ p1´ pqIc
l
1, (5)

where Icl1 “ vll1 ´ v
lh
1 denotes the low-type first-mover information cost, and Epvl1q “

pvlh1 ` p1 ´ pqvll1 is the low-type ex-ante expected payoff, i.e., the payoff that the
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low-type first-mover would obtain if he/she could propose the offer suited to each
possible second-mover type.

On the other hand, the low-type first-mover aggressive offer xll1 risks rejection,
and has an implicit cost of delay. In this case, the low-type first-mover payoff is given
by:

vll1 “ Epvl1q ´ pCd
l
1, (6)

where Cdl1 “ vlh1 p1´ δ
lδlq denotes the low-type first-mover cost of delay.

In this context, the following result characterizes the low-type first-mover equi-
librium behavior in our incomplete information setting.

Proposition 1 (equilibrium characterization - low-type). If

p ą pl “
Icl1

Icl1 ` Cd
l
1

“
vll1 ´ v

lh
1

vll1 ´ δ
lδlvlh1

, (7)

where pl P r0, 1s, the low-type first-mover proposes a soft offer xlh1 , which is accepted
by any type of second-mover. Otherwise, i.e., if p ď pl, the low-type first-mover
proposes an aggressive offer xll1 (ě xlh1 ), which is accepted by the low-type second-
mover, but not by the high-type second-mover, who counter offers with xlh2 .

The proof of Proposition 1 and the derivation of the above expected payoffs can
be found in the Appendix.

High-type first-mover case - Similarly, the high-type first-mover soft offer xhh1 does
not risk rejection, but has an implicit information cost. In this case, the high-type
first-mover payoff is given by:

vhh1 “ Epvh1 q ´ p1´ pqIc
h
1 , (8)

where Ich1 “ vhl1 ´v
hh
1 denotes the high-type first-mover information cost, and Epvh1 q “

pvhh1 ` p1 ´ pqvhl1 is the high-type ex-ante expected payoff, i.e., the payoff that the
high-type first-mover would obtain if he/she could propose the offer suited to each
possible second-mover type.

The high-type first-mover aggressive offer xhl1 risks rejection and has an implicit
cost of delay. In this case, the high-type first-mover payoff is given by:

vhl1 “ Epvh1 q ´ pCd
h
1 , (9)

where Cdh1 “ vhh1 p1´ δ
hδhq denotes the high-type first-mover cost of delay.
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In this context, the following result characterizes the high-type first-mover equi-
librium behavior in our incomplete information setting.

Proposition 2 (equilibrium characterization - high-type). If

p ą ph “
Ich1

Ich1 ` Cd
h
1

“
vhl1 ´ v

hh
1

vhl1 ´ δ
hδhvhh1

, (10)

where ph P r0, 1s, the high-type first-mover proposes a soft offer xhh1 , which is accepted
by any type of second-mover. Otherwise, i.e., if p ď ph, the high-type first-mover
proposes an aggressive offer xhl1 (ě xhh1 ), which is accepted by the low-type second-
mover, but not by the high-type second-mover, who counter offers with xhh2 .

The proof of Proposition 2 and the derivation of the above expected payoffs can
be found in the Appendix.

Equilibrium analysis and considerations - The cutoffs pl and ph found in Propo-
sitions 1 and 2, respectively, define the transition point between soft and aggressive
offers for the low- and high-types, respectively. The likelihood of aggressive offers
increases if the cutoffs pl and ph increase, i.e., the respective ratios Cdl1{Ic

l
1 and

Cdh1{Ic
h
1 decrease, and the opposite otherwise.

Corollary 1 (cutoffs - comparative statics). pl and ph increase with the first-
mover information cost and decrease with the first-mover cost of delay.4

Under incomplete information, if the population of high-types (p) is sufficiently
large, i.e., there is a strong belief that the second-mover is patient. In this context,
the threat of rejection and costly delay forces the first-mover to make a soft offer
(i.e., xlh1 or xhh1 , depending on whether the first-mover is of the low or high type,
respectively), which is accepted by any type of second-mover. However, this offer is
unfavorable for the first-mover if the second-mover is of the low-type (and favorable
to the low-type second-mover), because this second-mover type would have accepted
a more aggressive offer. The potential loss for the first-mover is an information cost,
while the potential benefit for the second-mover is an information gain.

4In this context, note that pl and ph increase with δh and decrease with δl. Intuitively, from the
first-movers perspective, an increase in δh or a decrease in δl reduces the cost of delay, i.e., the cost
associated with aggressive offers, see expressions (6) and (9). Thereby, increasing the incentives
to make aggressive offers. On the other hand, an increase in δh or a decrease in δl increases the
first-mover information cost, i.e., the cost associated with soft offers, see Expressions (5) and (8).
Thereby, reducing the incentives to make soft offers.
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Corollary 2 (soft offers - implications). If the first-mover makes a soft offer
there is no cost of delay, but the first-mover has an information cost if matched
with a low-type second-mover, and the low-type second-mover obtains an informa-
tion gain. Consequently, the second-mover benefits from an (expected) informa-
tion advantage.

However, as stated in Propositions 1 and 2, if there is no strong belief that
the second-mover is patient, it is optimal for the first-mover to make an aggressive
offer (i.e., xll1 or xhl1 , depending on whether the first-mover is of the low- or high-type,
respectively). This strategy risks rejection by high-type second-movers, which causes
a loss of value for the first-mover due to discounting, i.e., a cost of delay. However,
the second-mover is not affected by delay, consequently, the second-mover improves
in relative terms because the first-mover obtains a lower payoff.

Corollary 3 (aggressive offers - implications). If the first-mover makes an ag-
gressive offer, the first-mover suffers a cost of delay if matched with a high-type
second-mover because high-type second-movers reject aggressive offers. Consequently,
the second-mover benefits from an (expected) information advantage.

Altogether, Corollaries 2 and 3 imply that the second-mover information advan-
tage can have three distinct sources: 1) first-mover information costs, 2) second-
mover information gains, 3) first-mover costs of delay.

Another implication of Corollaries 2 and 3 are upper and lower bounds/limits in
the first and second-mover payoffs, respectively. In other words, the introduction of
incomplete information benefits the second-mover position.

Corollary 4 (payoff bounds). Under incomplete information the first-mover ob-
tains at most the perfect information payoff, while the second-mover obtains at
least the perfect information payoff.

4. First and second-mover advantages in bargaining

In this section, we study under which circumstances the magnitude of the second-
mover information advantages identified in Corollaries 2 and 3 are strong enough to
lead to a second-mover advantage in bargaining.

In order to reduce the number of cases to be considered, while preserving the
most realistic ones and without affecting the generality of the results, we assume
that high-types are more likely to make aggressive offers than low-types.
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Assumption: pl ď ph.

This assumption reduces to inequality,

p1` δl ` δhqδl ě 1, (11)

which is not restrictive, because it includes the vast majority of interesting cases.
For instance, 1{2 ď δl ď δh is enough to guarantee that inequality (11) is always
satisfied.5

Low-type optimal bargaining position - In order to consider the low-type opti-
mal strategic position, we must present the low-type second-mover expected payoffs,
which depends on the likelihood of each first-mover type and their offers.

If both first-mover types are making soft offers, i.e. in the interval p P rph, 1s,
the low-type second-mover obtains information gains from both first-mover types.
In this case, the low-type second-mover expected payoff is given by:

pvhh2 ` p1´ pqvlh2 “ Epvl2q ` pIG
hl
2 ` p1´ pqIg

ll
2 , (12)

where Ighl2 “ vhh2 ´ vhl2 and Igll2 “ vlh2 ´ vll2 denote the low-type second-mover infor-
mation gains derived from the high-type and low-type first-mover soft offers, respec-
tively, and Epvl2q “ pvhl2 ` p1 ´ pqvll2 is the low-type second-mover ex-ante expected
payoff, i.e., the payoff that the low-type second-mover would obtain before learning
the first-mover type.

Consequently, since in the interval p P rph, 1s the low-type first-mover is proposing
a soft offer, the low-type second-mover has an advantage in bargaining if the expected
payoff in Expression (12) is larger than the expected payoff of being low-type first-
mover in Expression (5), which can be rewritten as follows:

pIghl2 ` p1´ pqIg
ll
2 ` p1´ pqIc

l
1

looooooooooooooooooomooooooooooooooooooon

2nd-mover information advantage

ą Epvl1q ´ Epv
l
2q

looooooomooooooon

1st-mover strategic advantage

, (13)

where the second-mover information advantage is composed by the second-mover
expected information gains and the first-mover information costs. The first-mover

5This assumption avoids the consideration of cases with excessive low discounting. Nonethe-
less, we note that such extreme cases tend to support a trivial first-mover advantage because the
associated high impatience induces a strong first-mover strategic advantage.
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strategic advantage is determined by the difference between the first-mover and
second-mover ex-ante expected payoffs.

However, in the interval p P rpl, phs, only the low-type first-movers are proposing
soft offers. Therefore, the low-type second-mover obtains information gains from the
low-type first-movers only. In this case, the low-type second-mover expected payoff
is given by:

pvhl2 ` p1´ pqv
lh
2 “ Epvl2q ` p1´ pqIg

ll
2 . (14)

Consequently, since in the interval p P rpl, phs the low-type first-mover is still propos-
ing a soft offer, the low-type second-mover has an advantage in bargaining if the
expected payoff in Expression (14) is larger than the expected payoff of being low-
type first-mover in Expression (5), which can be rewritten as follows:

p1´ pqIgll2 ` p1´ pqIc
l
1

loooooooooooooomoooooooooooooon

2nd-mover information advantage

ą Epvl1q ´ Epv
l
2q

looooooomooooooon

1st-mover strategic advantage

. (15)

Now, the second-mover information advantage only consider information gains from
the low-types, because the high-types are proposing aggressive offers.

Otherwise, when both first-mover types are making aggressive offers, i.e., in the
interval p P r0, pls, the low-type second-mover payoff is simply the ex-ante expected
payoff, i.e., Epvl2q. However, since in this interval the low-type first-mover is proposing
an aggressive offer, the low-type second-mover has an advantage in bargaining if the
ex-ante expected payoff Epvl2q is larger than the expected payoff of being low-type
first-mover in Expression (6), which can be rewritten as follows:

pCdl1
loomoon

2nd-mover information advantage

ą Epvl1q ´ Epv
l
2q

looooooomooooooon

1st-mover strategic advantage

. (16)

Now, the second-mover information advantage is supported exclusively by the first-
mover cost of delay from the potential match with an high-type second-mover.

Given the previous inequalities, the following result establishes the conditions in
terms of p, δl, and δh in which the second-mover position in bargaining is preferred
for the low-type individuals.

Proposition 3 (low-type optimal position). Suppose that pl ď ph :
(a) For p P rmaxt1{p1 ` δhq, plu, 1s, low-types prefer the second-mover position

providing that δh is sufficiently large and δl sufficiently small, and the opposite oth-
erwise.
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Figure 1: Low-type first-mover strategic advantage (gray solid lines) and second-mover informa-

tion advantage (black solid lines) for varying low-type discount factor δl P r0.5,δhs. The population

of high-types is fixed at p “ 0.8. The high-type discount factor is either δh “ 0.95 or δh “ 0.90.

(b) For p P p1{p1`δhq,maxt1{p1`δhq, pluq, low-types prefer the second-mover po-
sition providing that δh is sufficiently small and δl sufficiently large, and the opposite
otherwise.

(c) For p P r0, 1{p1 ` δhqs, the second-mover position is never preferred by low-
types.

The proof of Proposition 3 and a more detailed derivation of the above expected
payoffs can be found in the Appendix.

(a) There is a high likelihood that the second-mover is of the high-type. Con-
sequently, low-type first-movers make a soft offer. Therefore, according to Part (a)
of Proposition 3, if the second-mover information advantage is strong enough to
overcome the first-mover strategic advantage, it is better for the low-types to be
second-movers, which is true if δh is large and/or δl low enough.

(b) When p P r0, plq, the intuition changes. It is more difficult for the low-
type to obtain a second-mover advantage because both first-mover types are making
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aggressive offers. In this case, the low-type first-mover may incur a loss due to delay,
which becomes increasingly likely with the difference δh´ δl. Consequently, the low-
type second-mover advantage exists only if this difference is not too large, otherwise,
the first-mover strategic advantage dominates.

(c) Consequently, since the first-mover position is only threatened by the existence
of high-types, as p P r0, plq decreases, it becomes more difficult for the low-type
individuals to benefit from the second-mover position. Part (c) of Proposition 3
formalizes this intuition by stating that there is a cutoff value 1{p1 ` δhq below
which the first-mover position is always preferred. This region includes the interval
p P r0, 1{2s as a particular case.

Figure 1 provides an illustration of Proposition 3, for varying δl P r0.5, δhs with
p “ 0.8 and δh fix at 0.90 and 0.95. The dark solid line represents the second-mover
information advantage. The gray line represents the first-mover strategic advantage.
The vertical dashed lines represent the cutoffs pl and ph written in terms of δl for
given δh and p. The discontinuities are due to the transition between inequalities
conditions (13), (15) and (16) for decreasing δl.

(i) If δh “ 0.9, we have the cutoff δ
l
pphq “ 0.443, meaning that for δl ě 0.5 both

first-mover types are making soft offers. In this case, for δl P r0.5, 0.881s there is
a robust and dominant second-mover advantage of the type stated in Part (a) of
Proposition 3, that disappears when both types become similar (for δl above 0.881).

(ii) If δh “ 0.95, we have the cutoff δ
l
pplq “ 0.844 (and δ

l
pphq “ 0.890). In this

case, for δl P r0.844, 0.946s there is a second-mover advantage of the type stated in
Part (a) of Proposition 3, which benefits from low δl (and high δh), while for δl P
r0.767, 0.844s there is a second-mover advantage of the type stated in Part (b) of
Proposition 3, which benefits from high δl (and low δh). The second-mover advantage
disappears when both types are either very similar (for δl above 0.946) or very
different (for δl bellow 0.767).

High-type optimal bargaining position - In order to consider the high-type optimal
strategic position, we must present the high-type second-mover expected payoffs,
which depends on the likelihood of each first-mover type and their offers.

The high-type second-movers expected payoff is the same as the ex-ante expected
payoff, which is simply Epvh2 q “ pvhh2 `p1´pqv

lh
2 (see the Appendix for more details),

because these high-types will always reject aggressive offers, and the soft offers are
exactly design to be accepted by the high-types. Therefore, the high-type second-
mover does not benefit from information gains.
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Consequently, since in the interval p P rph, 1s the high-type first-mover is propos-
ing a soft offer, the high-type second-mover has an advantage in bargaining if the
ex-ante expected payoff Epvh2 q is larger than the expected payoff of being high-type
first-mover in Expression (8), which can be rewritten as follows:

p1´ pqIch1
loooomoooon

2nd-mover information advantage

ą Epvh1 q ´ Epv
h
2 q

looooooomooooooon

1st-mover strategic advantage

, (17)

where the second-mover information advantage is supported exclusively by the first-
mover information cost form the potential match with a low-type second-mover that
would have accepted a more aggressive offer. The first-mover strategic advantage
is determined by the difference between the first-mover and second-mover ex-ante
expected payoffs.

Similarly, since in the intervals p P r0, pls and p P rpl, phs the high-type first-
mover is proposing an aggressive offer, the high-type second-mover has an advantage
in bargaining if the ex-ante expected payoff Epvh2 q is larger than the expected payoff
of being high-type first-mover in Expression (9), which can be rewritten as follows:

pCdh1
loomoon

2nd-mover information advantage

ą Epvh1 q ´ Epv
h
2 q

looooooomooooooon

1st-mover strategic advantage

, (18)

where the second-mover information advantage is supported exclusively by the first-
mover cost of delay from the potential match with an high-type second-mover that
rejects the aggressive offer.

Given the previous inequalities, the following result establishes the conditions in
terms of p, δl, and δh in which the second-mover position in bargaining is preferred
for the high-type individuals.

Proposition 4 (high-type optimal position). Suppose that pl ď ph :
(a) For p P rmaxt1 ´ p1 ´ δhq{pδhδhq, phu, 1s, the second-mover position is never

preferred by high-types.
(b) For p P rph,maxt1´ p1´ δhq{pδhδhq, phuq, high-types prefer the second-mover

position providing that δh is sufficiently large and δl sufficiently small, and the oppo-
site otherwise.

(c) For p P rmintp1 ` δhq{p1 ` δh ` δhδhq, phu, phq, the second-mover position is
always preferred by high-types.
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(d) For p P p1{p1 ` δhq,mintp1 ` δhq{p1 ` δh ` δhδhq, phus, high-types prefer the
second-mover position providing that δh is sufficiently small and δl sufficiently large,
and the opposite otherwise.

(e) For p P r0, 1{p1 ` δhqs, the second-mover position is never preferred by high-
types.

The proof of Proposition 4 and a more detailed derivation of the above expected
payoffs can be found in the Appendix.

Most of the intuition that is valid for Proposition 3 is also valid for Proposition
4. However, there are some important differences. First, Part (a) of Proposition
4 establishes an interval in which it is always better to be first-mover, i.e., for all
parameter values. Second, Part (c) of Proposition 4 establishes an interval in which
it is always better to be second-mover, i.e., for all parameter values.

The high-type second-mover advantage stated in Proposition 3 depends on two
sub-intervals: p P rph, 1s and p P r0, phs. Inside each sub-interval, we have different
cases.

Inside the sub-interval p P rph, 1s, we have two cases:
(a) The strong belief that the second-mover is patient causes both first-mover

types to propose soft offers. This situation has an associated information cost for
the high-type first-mover, but only when matched with low-type second-movers. Part
(a) of Proposition 4 establishes that when this event has a low probability (i.e., for
large p), the expected information cost is low, and it is better to be first-mover.

(b) However, this statement is not true has p becomes smaller inside this interval.
Part (b) of Proposition 4 states that a second-mover advantage may exist if the first-
mover information cost is sufficiently large, which occurs when δh is sufficiently large
or δl sufficient low.

Inside the sub-interval p P r0, phs, we have three cases:
(d) The high-type aggressive offers are accepted by the low-type second-movers,

but rejected by the high-type second-movers. The first-mover losses due to delay
decrease with δh. Consequently, the high-type first-mover advantage depends on
the strategic advantage, which improves with δh and decreases with δl. This is the
statement in Part (d) of Proposition 4.

(c) However, it may happen that the high-type first-mover strategic advantage
is not enough for compensate the losses due to delay. In this case, the second-mover
position is preferred as stated in Part (c) of Proposition 4. However, this interval is
not always guaranteed to exist.
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Figure 2: High-type first-mover strategic advantage (gray solid lines) and second-mover infor-

mation advantage (black solid lines) for varying low-type discount factor δl P r0.5,δhs. The

population of high-types is fixed at p “ 0.8. The high-type discount factor is either δh “ 0.95 or

δh “ 0.90.

(e) Finally, in Part (e) of Proposition 4, as in Part (c) of Proposition 3, there is a
cutoff value 1{p1`δhq ě 1{2 below which the first-mover position is always preferred.

Note that the intervals in Parts (b)-(d) of Proposition 4 may vanish, but not the
intervals in Part (a) and (e), which are always guaranteed to exist. For instance,
if δh ď 0.76 the intervals in Parts (b)-(d) of Proposition 4 vanish and high-type
first-movers have always an advantage in bargaining.

Figure 2 provides an illustration of Proposition 4, for varying δl P r0.5, δhs with
p “ 0.8 and δh fixed at 0.90 or 0.95. The dark solid line represents the second-mover
information advantage. The gray line represents the first-mover strategic advantage.
The kink is due to the transition between inequalities (17) and (18) for varying δl.

(i) If δh “ 0.9, for δl P r0.5, 0.689s there is a second-mover advantage of the
type stated in Part (b) of Proposition 4 (where 1 ´ p1 ´ δhq{pδhδhq “ 0.877 and

17



p “ 0.8 ě ph). In comparison with Proposition 3, the second-mover advantage is less
robust.

(ii) If δh “ 0.95, for δl P r0.5, 0.890s there is a second-mover advantage of the type
stated in Part (c) of Proposition 4, while for δl P r0.890, 0.916s there is a second-mover
advantage of the type stated in Part (b) of Proposition 4 (where 1´p1´δhq{pδhδhq “
0.945 and p1` δhq{p1` δh ` δhδhq “ 0.684, with p “ 0.8 ď ph for δl ď 0.890 and the
opposite otherwise). The second-mover advantage is extremely robust, except when
both types are similar. Patient high-types have an advantage in being second-movers
in bargaining if low-types are sufficiently impatient.

General observations and discussion - The second-mover information advantage
is manifested by (i) soft offers that penalize the first-mover and benefit the second-
mover who would otherwise have accepted lower offers, or/and (ii) a delay in bargain-
ing, which penalizes the first-mover relatively to the second-mover. In this context,
the value of p and the difference between types (δh´ δl) generate trade-offs between
the strength and existence of second-mover advantages.

Consequently, the existence of second-mover advantages require a sufficiently
large population of high-types, because these types discipline first-movers to pro-
pose soft offers and make the strategic advantage weaker.

Corollary 5 (second-mover advantage and high-types). Under incomplete in-
formation the existence of second-mover advantage requires a sufficiently large num-
ber of high-types, i.e., p ą 1{p1` δhq.

This result is worth mentioning in connection with the experimental results.
Most of these studies involve subjects bargaining in contexts of great ambiguity.
In some cases, individuals may not even know their own type or there is not even
visual contact between the participants, whereas in other studies, there is no prod-
uct identification—subjects bargain and negotiate over abstract objects, which they
are not familiar with. Despite the scientific correctness of these procedures, they
create enormous ambiguity. Consequently, a reasonable guess for dealing with such
ambiguity is to behave as if p “ 1{2 and/or δh ´ δl “ 0, which according to our
results lead to systematic first-mover advantages. In this context, our results are in
line with the experimental literature.

0
1{p1`δhq

loooooooooooooooooooomoooooooooooooooooooon

1st´mover

loooooooomoooooooon

2nd´mover

loooomoooon

1st´mover

1
p

Scheme: In general, second-mover advantages may exist for intermediate/high values of p.
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The idea that ambiguity favors the first-mover position is not new. Gunia et al.
(2013) acknowledge that in contexts of great ambiguity the first offer becomes the
relevant indicator of the value of the object under negotiation, Liebert et al. (1968)
show that less informed bargainers are more influenced by extreme first offers than
more informed bargainers, while Orr and Guthrie (2006) point out that first-mover
advantages in negotiations can be reduced if additional information is provided to
the subjects.

Similarly, a necessary condition for a second-mover advantage is the existence of
differences between types, which translates into differences in value for the object
under negotiation. The existence of second-mover advantages requires heterogeneity
between individuals.

Corollary 6 (second-mover advantage and discounting). Under incomplete in-
formation the existence of second-mover advantage requires differences in the indi-
viduals’ types, i.e., δh ´ δl ą 0.

5. Conclusion

The first offer dilemma in bargaining and negotiation is an ancient and intrigu-
ing question, which seems to fascinate everybody, but is one for which we do not
have a clear answer. The present paper attempts to understand under what circum-
stances, it is better to be in the first or the second-mover position in bargaining and
negotiations.

First-movers have a strategic advantage that explores the second-mover fear of
costly delay. This advantage is similar to an “anchoring effect”. Incomplete in-
formation creates a second-mover information advantage, because the second-mover
may benefit from offers higher than required for acceptance, and first-mover may
suffer losses due to costs of delay. Therefore, the existence of first and second-mover
advantages depends crucially on the relative strength of these effects.

We found that second-mover advantages in bargaining exist when there are dif-
ferences between individuals, and these differences are neither too high nor too low.
Second-mover advantages also require a sufficiently large population of high-types
because these types discipline first-movers to make soft offers, which favors the ex-
istence of second-mover information advantages. We have focused on the conditions
that sustain the existence of second-mover advantages in bargaining because these
are the most surprising and interesting in the context of the existing literature.
Nonetheless, we also found—in line with the existing empirical literature—that first-
mover advantages are more prevalent, but second-mover advantages exist under very
reasonable and realistic conditions.
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Despite the frequency with which it is encountered in reality, the first offer
dilemma in bargaining and negotiations has been overlooked by the theoretical liter-
ature. This paper is the first that formally addresses this issue. These observations
call for a research agenda. In this context, the possibility of no agreement, the break-
down of negotiations and outside options are interesting extensions and are likely to
provide further support in favor of the existence of second-mover advantages. For
convenience, we have introduced incomplete information about time preferences, but
uncertainty about other aspects of the bargaining process are also possible. More-
over, in situations in which there is a clear second-mover advantage, it is natural to
expect that both parties will play a waiting game in order to gain this position (fac-
tual observation shows that professionals actually do this). This possibility could be
an interesting extension. Similarly, in contexts in which the existence of first-mover
advantages is clear, it is natural to expect some sort of competition for this position.

The research agenda also needs new experimental studies. For instance, it would
be interesting to consider situation in which subjects have clear preferences and
beliefs about the value of the object under negotiation. Experiments between indi-
viduals with different levels of expertise and cultural backgrounds are also likely to
improve our knowledge about the first offer dilemma in bargaining and negotiations.

Finally, we expect that our research will contribute to the literature by expanding
our understanding about the strategic and information roles of offers in bargaining
and negotiations. In particular, our results may help researchers and practitioners
when it comes to designing optimal bargaining strategies, help decision-makers im-
plementing mechanisms that can protect buyers and sellers, and benefit society as a
whole.
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Appendix: Proofs of the Results

Proof of Lemma 1. In order to show the inequality chain vhl1 ě vll1 ě

vhh1 ě vlh1 , we must verify each inequality. For instance, Expression (2) implies
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that vhl1 “ p1 ´ δlq{p1 ´ δhδlq and vll1 “ p1 ´ δlq{p1 ´ δlδlq. After some algebra,
we obtain that vhl1 ě vll1 for δl ď δh. The inequality vhh1 ě vlh1 follows the same
argument. In order to verify the inequality vll1 ě vhh1 , since vll1 “ p1 ´ δlq{p1 ´ δlδlq
and vhh1 “ p1´δhq{p1´δhδhq, simply note that the derivative Bpp1´xq{p1´x2qq{Bx “
´1{p1` xq2 ă 0. Therefore, since δl ď δh, we must have vll1 ě vhh1 . In order to show
the inequality chain pvhl2 “ vhl2 ď pvll2 “ vll2 ď pvhh2 “ vhh2 ď pvlh2 “ vlh2 , simply note that
in both inequalities (2) and (3), the second-mover payoff is the same regardless of
whether there is an early or a late agreement, i.e., vω1ω2

2 “ pvω1ω2
2 for all ω1, ω2 P tl, hu.

Consequently, since vω1ω2
1 ` vω1ω2

2 “ 1 for all ω1, ω2 P tl, hu, if vhl1 ě vll1 ě vhh1 ě vlh1 ,
then we must have vhl2 ď vll2 ď vhh2 ď vlh2 .

Proof of Propositions 1 and 2. The equilibrium behavior is obtained by
backward induction. Bargaining reaches Stage 2 if the second-mover rejects the offer
made by the first-mover in Stage 1. In Stage 2, both parties are perfectly informed
and obtain the perfect information payoffs of the continuation game. Therefore, in
Stage 2, individuals obtain the payoffs given by Expression (3), which are discounted
to Stage 1. In Stage 1, the first-mover is uncertain about the second-mover type.

(Stage 1 - the low-type first-mover) If the first-mover makes a soft offer xlh1 ,
which is accepted by both second-mover types, with first period payoffs

`

vlh1 , v
lh
2

˘

“
`

xlh1 , 1´ x
lh
1

˘

, see Expression (2) for ω1ω2 “ lh. If the first-mover proposes an ag-
gressive offer xll1 , which is accepted by the low-type second-mover only, with first
period payoffs

`

vll1 , v
ll
2

˘

“
`

xll1 , 1´ x
ll
1

˘

, see Expression (2) for ω1ω2 “ ll, but re-
jected by the high-type second-mover, which proposes the perfect information offer
xlh2 “ δlp1 ´ δhq{p1 ´ δlδhq, with payoff pvlh2 “ δhp1 ´ δlq{p1 ´ δlδhq “ vlh2 ě vll2 for
δl ď δh, by Lemma 1. The soft offer returns the payoff vlh1 , which can be rewritten
in terms of information costs as in expression (5), while the aggressive offer returns
the expected payoff vll1 “ ppvlh1 ` p1´ pqv

ll
1 , which can be rewritten in terms of cost of

delay as in Expression (6). Therefore, the low-type first-mover makes a soft offer if
Condition (7) is satisfied, which can be written as:

p ą pl “
δh ´ δl

1´ δl ` δlp1´ δhqp1´ δl ´ δlδlq
,

i.e., if vlh1 ą vll1 . Otherwise, if p ď pl, i.e., vlh1 ď vll1 , the low-type first-mover proposes
an aggressive offer. Note that since vll1 ě vlh1 ě pvlh1 for δl ď δh ď 1 (by Lemma
1), we must have pl P r0, 1s. Therefore, as p increases, vlh1 remains constant, but vll1
decreases, and the opposite otherwise. Finally, it is easy to show that the cutoff
value pl P r0, 1s increases δh and decreases with δl for 0 ď δl ď δh. Therefore, it takes
the minimum value pl “ 0 in δl if δl “ δh and the maximum value pl “ δh if δl “ 0.
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It takes the minimum value pl “ 0 in δh if δh “ 0 because δl ď δh and the maximum
value pl “ 1 if δh “ 1 for any 0 ď δl ď δh.

(Stage 1 - the high-type first-mover case) A similar argument holds for the high-
type first-mover. Briefly, the first-mover makes an aggressive offer (xhl1 ), which
is accepted by the low-type second-mover only, with Stage 1 payoffs

`

vhl1 , v
hl
2

˘

“
`

xhl1 , 1´ x
hl
1

˘

, see Expression (2) for ω1ω2 “ hl. The high-type first-mover makes a
soft offer (xhh1 ), which is accepted by both second-mover type, the associated Stage
1 payoffs are

`

vhh1 , vhh2
˘

“
`

xhh1 , 1´ x
hh
1

˘

, see Expression (2) for ω1ω2 “ hh.
Therefore, the high-type first-mover either proposes an aggressive offer xhl1 with

expected payoff vhl1 “ ppvhh1 ` p1 ´ pqvhl1 , which can be rewritten in terms of cost of
delay as in Expression (9), or proposes a soft offer xhh1 , with payoff vhh1 , which can be
rewritten in terms of information costs as in Expression (8). Therefore, the high-type
first-mover makes a soft offer if Condition (10) is satisfied, which after some algebra
can be written as:

p ą ph “
δh ´ δl

1´ δl ` δhp1´ δhqp1´ δl ´ δhδlq
,

i.e., vhh1 ą vhl1 . Otherwise, if p ď ph, i.e., vhh1 ď vhl1 , the high-type first-mover proposes
an aggressive offer. Note that since vhl1 ą vhh1 ą pvhh1 for δl ă δh ă 1 by Lemma 1,
it implies that ph P r0, 1s. Therefore, as p increases, vhh1 remains constant, but vhl1
decreases, and the opposite otherwise. Finally, it is easy to show that the cutoff value
ph P r0, 1s increases δh and decreases with δl for 0 ď δl ď δh. Therefore, it takes the
minimum value ph “ 0 in δl if δl “ δh and the maximum value ph “ δh{p1`δhp1´δhqq
if δl “ 0. It takes the minimum value ph “ 0 in δh if δh “ 0 because δl ď δh and
the maximum value ph “ 1 if δh “ 1 for any 0 ď δl ď δh. Finally, the equilibrium
obtained is unique as shown in Rubinstein (1985).

Proof of Proposition 3. The offers in this proof are shown to correspond to
optimal strategic behavior in Propositions 1 and 2. The payoff relations are shown
in Lemma 1.

Part (a): Since pl ď ph, we start by considering the interval p P rph, 1s. The
low-type first-mover offers xlh1 with payoff vlh1 , see Expression (5). If the low-type
first-mover were to become a second-mover then: (i) with probability p they would
meet a high-type first-mover who would offer xhh1 , which would be accepted by the
low-type second-mover, and (ii) with probability 1 ´ p would meet a low-type first-
mover who would offer xlh1 , which would be accepted by the low-type second-mover.
The low-type second-mover expected payoff is pvhh2 `p1´pqv

lh
2 , which can be rewritten

in terms of information costs as in Expression (12).
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Therefore, it is better to be second-mover if vlh1 ă pvhh2 ` p1 ´ pqvlh2 , i.e., if
inequality (13) is satisfied, which after some algebra is equivalent to the inequality:

δhp1` δh ´ pqpδh ´ δlq ą p1´ δhq2p1` δhq. (19)

Since vlh2 ě vhh2 by Lemma 1, the second-mover position improves monotonically
when p decreases. Moreover, we can find parameter values such that in the extremes
of the interval, i.e., at p “ ph and at p “ 1, we have either first- or second-mover
advantages. Therefore, for p P rph, 1s there is no interval with an exclusive first-
or second-mover advantage. Moreover, the second-mover advantage implicit in (19)
increases with δh and decreases with δl.

If p P rpl, phs, the low-type first-mover offers xlh1 with payoff vlh1 , see Expression (5).
If the low-type first-mover would become second-mover then: (i) with probability p
they would meet a high-type first-mover who would offer xhl1 , which would be accepted
by the low type second-mover, and (ii) with probability 1 ´ p they would meet a
low-type first-mover who would offer xlh1 , which would be accepted by the low-type
second-mover. The low-type second-mover expected payoff is pvhl2 `p1´pqv

lh
2 , which

can be rewritten in terms of information costs as in Expression (14). Therefore, it is
better to be second-mover if vlh1 ă pvhl2 `p1´pqv

lh
2 , i.e., if inequality (15) is satisfied,

which after some algebra is equivalent to inequality:

pδh ´ pqpδh ´ δlq ą p1´ δhq2. (20)

Since vlh2 ě vhl2 by Lemma 1, the second-mover position improves monotonically
when p decreases. Moreover, we can find parameter values such that in the extremes
of the interval, i.e., at p “ pl and at p “ ph, we have either first- or second-mover
advantages. Note also that inequality (20) fails if p ě δh, but since for p P rpl, phs, we
always have p ď δh because ph ď δh. In order to see it, since ph is strictly decreasing
in δl, just evaluate ph at δl “ 0 to find that even at the maximum, we have ph ď δh

because δh ď 1. Therefore, for p P rpl, phs there is no region with an exclusive first-
or second-mover advantage. Moreover, the second-mover advantage implicit in (20)
increases with δh and decreases with δl. Inequalities (19) and (20) are different, but
since they lead to similar conclusions, they are aggregated in the statement of Part
(a) of Proposition 3.

Part (b): If p P r0, pls, the low-type first-mover offers xll1 with payoff ppvlh1 ` p1 ´
pqvll1 , see Expression (6). If the low-type first-mover were to become second-mover
then: (i) with probability p they would meet a high-type first-mover who would offer
xhl1 , which would be accepted by the low-type second-mover, and (ii) with probability
1 ´ p they would meet a low-type first-mover who would offer xll1 , which would be
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accepted by the low-type second-mover. The low-type second-mover expected payoff
is pvhl2 ` p1´ pqv

ll
2 , which is simply Epvl2q. Therefore, it is better to be second-mover

if ppvlh1 ` p1 ´ pqvll1 ă pvhl2 ` p1 ´ pqvll2 , i.e., if inequality (16) is satisfied, which after
some algebra is equivalent to inequality:

δlppp1´ pδh ´ δlqp1´ δhqq ` δhp1´ pp1` δhqqq ą p1´ pq. (21)

Since vll1 ě vll2 and pvlh1 ď vhl2 by Lemma 1, the second-mover position improves
monotonically when p increases. We can find parameter values such that in the
extreme of the interval, i.e., at p “ pl, we have either a first- or a second-mover
advantage. Moreover, the second-mover advantage implicit in (21) decreases with
δh, but the effect of δl is less clear cut. Therefore, if 1 ´ pp1 ` δhq ě 0, the effect of
δl, in the left-hand side of inequality (21) is positive. Otherwise, if 1´ pp1` δhq ă 0,
we can split the left-hand side in two terms: δlpp1 ´ pδh ´ δlqp1 ´ δhqq ą 0 and
δlδhp1 ´ pp1 ` δhqq ă 0. The former term increases with δl because it is positive,
while the latter decreases with δl because it is negative. The positive effect on the
first term always dominates for p ă po “ δh{p2δhδh ` pδh ´ δlqp1´ δhq ´ 1q, and the
opposite otherwise. Simultaneously, a second-mover advantage requires inequality
(21) to be satisfied which occurs for:

p ą pt “
1´ δhδl

p1´ δhqp1` δhq2 ´ pδh ´ δlqp1´ 2δhδhq ` p1´ δhqpδh ´ δlq2
.

The denominator is positive for any δh ě δl. In order to see it note that the de-
nominator reaches a minimum at δh ´ δl “ p1 ´ 2δhδhq{p2p1 ´ δhqq if δh ă

a

1{2,
otherwise, the minimum is obtained at δh “ δl. In both cases, the denominator is
positive. Since, the numerator is non-negative and because δh P r0, 1s and 0 ď δl,
we must have pt P r0, 1s. This transition point can be below or above pl. The ques-
tion is whether there is a second-mover advantage supported by a decrease in δl for
p P r0, pls. In such a case, we need po ă pt in order for there to be a non-empty region
with these characteristics, i.e., we must have δh´ δl ą p1` δh´ δhδhq{p1´ δhq, which
is impossible because δh´δl P r0, δhs cannot take values larger than 1. Therefore, we
always have pt ď po and any low-type second-mover advantage for p P r0, pls must
be supported by an increase in δl.

Part (c): Consequently, in the best case scenario for the second-mover, i.e., the
case in which δl “ δh in inequality (21), we find that a second-mover advantage is
impossible if p ď 1{p1 ` δhq, where 1{p1 ` δhq can be smaller or larger than pl. The
latter statement justifies the cutoff notation maxt1{p1` δhq, plu in Part (a) and (b).
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Proof of Proposition 4. The offers in this proof are shown to correspond
to optimal strategic behavior in Propositions 1 and 2. The payoff relationships are
shown in Lemma 1.

Parts (a)-(b): Since pl ď ph, we start by considering the interval p P rph, 1s. The
high-type first-mover offers xhh1 with payoff vhh1 , see Expression (8). If the high-type
first mover were to become second-mover then: (i) with probability p they would meet
a high-type first-mover who would offer xhh1 , which would be accepted by the high-
type second-mover, and (ii) with probability 1´ p they would meet a low-type first-
mover who would offer xlh1 which would be accepted by the high-type second-mover.
Therefore, the high-type second-mover expected payoff is pvhh2 ` p1´ pqvlh2 , which is
simply Epvh2 q. Therefore, a second-mover advantage exist if vhh1 ă pvhh2 ` p1´ pqvlh2 ,
which happens if inequality (17) is satisfied, which after some algebra is equivalent
to inequality:

δhpδh ´ pqpδh ´ δlq ą p1´ δhq2p1` δhq. (22)

Note that this inequality fails if p ě δh, where δh ě ph (see the proof of Proposition
3), which guarantee that for p P rph, 1s there exists an interval in which the high-type
first-mover always has an advantage. Moreover, if we consider the best case scenario
for the second-mover, i.e., the case in which δl “ 0, then inequality (22) fails if
p ě 1´p1´δhq{pδhδhq. The result is general and does not depend on the assumption
pl ď ph. Since 1 ´ p1 ´ δhq{pδhδhq ď δh, the condition p ě 1 ´ p1 ´ δhq{pδhδhq is
the one that establishes the existence of a first-mover advantage for the high-type
individual. Moreover, we can find parameter values such that at the extremes of the
interval, i.e., at p “ ph, we have either a first- or a second-mover advantage depending
on those values, then the condition for a high-type first-mover advantage becomes
p ě maxt1´ p1´ δhq{pδhδhq, phu. Therefore, if p P rph,maxt1´ p1´ δhq{pδhδhq, phuq,
an high-type second-mover advantage may exists for pδh´ δlq ą 0 that is sufficiently
large if inequality (22) is satisfied. Since vhh1 ě vhh2 and vhh2 ď vlh2 by Lemma 1,
the high-type second-mover payoff improves when p decreases. Note also that in
the interval p P rph, 1s, the second-mover advantage is more difficult for the high-
types than for the low-types because inequality (22) is more difficult to satisfy than
inequality (19).

Parts (c)-(e): If p P rpl, phq, the high-type first-mover offers xhl1 with payoff ppvhh1 `
p1´ pqvhl1 , see Expression (9). If the high-type first-mover were to become a second-
mover then: (i) with probability p they would meet a high-type first-mover who would
offer xhl1 , which would be rejected by the high-type second-mover who proposes xhh2 ,
and (ii) with probability 1 ´ p they would meet a low-type first-mover who would
offer xlh1 , which would be accepted by the high-type second-mover. Therefore, the
high-type second-mover expected payoff is ppvhh2 `p1´pqv

lh
2 , where pvhh2 “ vhh2 , which is
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simply Epvh2 q. However, note that the same expected payoffs are obtained if p P r0, plq.
In order to see it, note that the high-type first-mover makes the same offers xhl1 . If
the high-type first-mover were to become a second-mover then: (i) with probability
p they would meet an high-type first-mover who would offer xhl1 , which would be
rejected by the high-type second-mover that proposes xhh2 , and (ii) with probability
1 ´ p they would meet a low-type first-mover who would offer xll1 , which would be
rejected by the high-type second-mover who proposes xlh2 . Therefore, the high-type
second-mover expected payoff is ppvhh2 ` p1 ´ pqpvlh2 , where pvhh2 “ vhh2 and pvlh2 “ vlh2 ,
which is simply Epvh2 q. Consequently, a high-type second-mover advantage exists if
ppvhh1 ` p1 ´ pqvhl1 ă pvhh2 ` p1 ´ pqvlh2 , which corresponds to the same inequality
condition as in the interval p P rpl, phq. Therefore, for p P r0, phq we have a unique
high-type second-mover advantage if inequality (18) is satisfied, which after some
algebra is equivalent to inequality:

pp1´ pq ´ δhppp1` δhq ´ 1qqpδh ´ δlq ă p1´ pδhq2qppp1` δhq ´ 1q. (23)

Since pvhh2 “ vhh2 ě pvhh1 and pvlh2 “ vlh2 , the second-mover information advantage
increases monotonically with p. If p ď 1{p1` δhq, the left-hand side is non-negative,
while the right-hand side is non-positive. Consequently, there is never a second-
mover advantage for any δh ě δl ě 0. Otherwise, if p ą 1{p1 ` δhq, the right-hand
side becomes strictly positive. If in simultaneous p ą p1 ` δhq{p1 ` δh ` δhδhq, the
second-mover always has an advantage for any δl P r0, δhs because the left-hand side
becomes strictly negative. In this case, there is always a second-mover advantage
for any δh ě δl ě 0. If p P p1{p1 ` δhq, p1 ` δhq{p1 ` δh ` δhδhqs, both sides in
inequality (23) are non-negative. Consequently, the second-mover advantage exist
if δl is sufficiently large. Moreover, we can find parameter values such that ph can
appear below or above 1{p1` δhq and/or p1` δhq{p1` δh ` δhδhq. Therefore, in the
extreme of the interval, i.e., at p “ ph, we can have either a first- or a second-mover
advantage depending on the parameter values. Consequently, we write this cutoff as
mintp1` δhq{p1` δh ` δhδhq, phu.
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