
FULL PAPER    

1 
 

Structure–Activity Relationships for the Affinity of Chaotropic 
Polyoxometalate Anions towards Proteins 
Albert Solé-Daura,[a] Josep M. Poblet,[a] and Jorge J. Carbó*[a] 
 [a] A. Solé-Daura, Prof. Dr. J. M. Poblet, Dr. J. J. Carbó 

Departament de Química Física i Inorgànica 
Universitat Rovira i Virgili 
Marcel·lí Domingo 1, 43007 Tarragona, Spain 
E-mail: j.carbo@urv.cat 

 Supporting information for this article is given via a link at the end of the document. 

 
Abstract: The influence of the composition of chaotropic 
polyoxometalate (POM) anions into their affinity to biological 
systems was studied by means of atomistic Molecular Dynamics 
(MD) simulations. The variations in the affinity to hen egg–white 
lysozyme (HEWL) were analyzed along two series of POMs whereby 
the charge or the size and shape of the metal cluster are modified 
systematically. Our simulations revealed a quadratic relationship 
between the charge of the POM and its affinity to HEWL as a 
consequence of the parabolic growth of POM···water interaction with 
the charge. As the charge increases POMs become less chaotropic 
(more kosmotropic) increasing the number and the strength of POM-
water hydrogen bonds and structuring the solvation shell around the 
POM. This atomistic description explains the proportionally larger 
desolvation energies and less protein affinity for highly charged 
POMs, and consequently, the preference for moderate charge 
densities (q/M = 0.33). Also, our simulations suggest that 
POM···protein interactions are size-specific. The cationic pockets of 
HEWL protein show a preference for Keggin–like structures, which 
display the optimal dimensions (~1 nm). Finally, we developed a 
quantitative multidimensional model for protein affinity with predictive 
ability (r2 = 0.97; q2 = 0.88) using two molecular descriptors that 
account for the charge density (charge per metal atom ratio; q/M) 
and the size and shape (shape weighted–volume; VS). 

Introduction 

Polyoxometalates (POMs) constitute a family of anionic 
polynuclear metal oxide clusters that are usually built up from 
early transition metal ions such as W, Mo or V in their highest 
oxidation state.[1],[2] Due to their structural variability, facile 
tuneability and outstanding properties, including high stability 
under oxidizing or hydrolytic conditions, high thermal stability 
and redox activity, POMs have been largely employed in 
material science[3] and catalysis.[4] More significant for this work 
is their promising application in the fields of biochemistry and 
chemical medicine.[5] These disciplines take benefit from, among 
others, the in vitro and in vivo antiviral, antibacterial or antitumor 
properties that POMs have shown to possess.[6]–[8] In addition, 
POMs have been extensively used in protein crystallography for 
phasing or as crystallization additives.[9] Notably, Yonath and 
co–workers were able to determine the crystal structure of the 
ribosome subunits using POMs as “super–heavy atoms” that 
were tightly attached on the ribosome surface facilitating its 
crystallization.[10] Furthermore, Parac–Vogt and co–workers 
have reported during the last decade the use of POMs as 
artificial metalloproteases. Zr-, Ce, and Hf-substituted POM 

structures were applied to the hydrolysis of small di– and 
tripeptide substrates[11] and more importantly, to the selective 
hydrolysis of a wide range of proteins.[12]–[15] 
 
It is widely accepted that the biological activity of POMs depends 
largely on their ability to establish non-bonding interactions with 
peptides and proteins.[16] In turn, these interactions were 
recognized to be influenced by the electrostatic charge of the 
POM, its size and shape in host-guest interactions, and its 
composition.[13]–[28] Recently, the affinity of POMs towards 
biomolecules have been attributed to the superchaotropic 
character of the POM anion, providing a broader description of 
the physicochemical foundations of POM-protein interactions.[17] 
In chaotropic anions, typically large and charge-delocalized, the 
ion-dipole interaction with the solvent is less directional, and 
therefore, the desolvation process upon binding does not 
change the bulk water structure in large extent reducing the 
entropy penalty. For example, Nadjo and co-workers found this 
thermodynamic fingerprint in the binding of Keggin [H2W12O40]6- 
anion to human serum albumin (HSA) protein, where the binding 
reaction is enthalpically driven (ΔH = -50 kJ·mol-1) with a small, 
unfavourable entropy component (TΔS = -12 kJ·mol-1) due to the 
minimal dehydration entropy change.[18] Furthermore, Molitor et 
al. proposed even an entropic gain upon binding the [TeW6O24]6- 
anion to proteins.[29] 

 
Several attempts to set empirical structure-activity  trends 
relating the activity of POMs to their composition have been 
reported in the literature.[13],[15],[18],[19],[23],[24],[27],[28] Among them, we 
highlight a very recent study by Rompel et al. that investigates 
systematically the inhibition of mushroom tyrosidase abPPO4 by 
a series of structurally related Keggin-type anions, aiming to set 
charge-dependent activity correlations.[28] However, in general, 
due to limitations in POM stability under experimental conditions, 
the number of structures available for setting clear relationships 
is to limited, and they do not  provide a whole, unambiguous 
picture. It is also common that tested POMs differ in more than 
one feature at a time, hampering the interpretation of the results. 
In this regard, computational modelling would allow performing 
systematic variations on single parameters of well-defined POM 
structures and thus making possible this type of fundamental 
studies. In a previous contribution, we provided a computational, 
atomistic description of the POM-protein interactions based on 
molecular dynamics simulations (MD).[30] The study was backed 
by experimentally reported systems formed by model hen egg–
white lysozyme (HEWL) protein and experimentally reported 
CeIV– and ZrIV–substituted POMs,[31]–[33] as well as, TeVI-centred 



FULL PAPER    

2 
 

POM.[34] Simulation revealed that POMs interact mainly with the 
side chains of the positively charged and polar uncharged 
residues via charge attraction and hydrogen bonding of the 
basic oxygen atoms of POM framework.[30] Then, Prabhakar and 
co-workers have computationally characterized interactions of 
the same nature between POMs and HSA protein.[35]  
 
Herein, we study how the affinity to HEWL protein varies along 
two series of POMs in which the charge and the size of the POM 
are systematically modified (Figure 1). Aiming to understand the 
influence of each individual POM feature, we analyze at atomic 
level the interaction of POMs with both the protein and the 
solvent. Finally, we build multidimensional correlation between 
the POM structure and its protein affinity by using two molecular 
descriptors: the charge per metal ratio (q/M)[28],[36] and the novel 
descriptor shape–weighted volume (VS). 
 

Figure 1. Polyhedral representation of the model POM structures used to 
evaluate the influence of the charge (top) and the size and shape (bottom) of 
the POM on POM···protein interactions. 

Results and Discussion 

Influence of the POM charge. 
To understand how the POM charge affects their interaction with 
proteins, we initially simulated HEWL protein in solution with five 
different POMs of the same size and shape but different overall 
charges. The selected POM structures are represented in Figure 
1 (top) and comprise five Keggin–like anions of general formula 
[Xn+W12O40](8–n)– with Xn+ = SVI, PV, SiIV, AlIII and ZnII, labeled as 
SK2–, PK3–, SiK4–, AlK5– and ZnK6–, respectively. This array of 
POMs allowed covering a range of charges from 2–, for the least 
charged SK2– to 6– for ZnK6–. For every polyoxoanion, we 
performed a set of five independent MD runs of 20 ns each. The 
POM trajectories are graphically represented in the Supporting 
Information (Figure S1) as color evolution of their center of mass 
around the protein. 
 
To illustrate the specific interactions of Keggin anions with 
positively charged and polar amino acids of HEWL, we selected 
the archetypal PK3– anion. The volumetric density map in Figure 

2A represents the protein regions interacting with the POM, 
which mostly involve positively charged amino acids such as 
arginines and lysines. Notably, the two binding sites containing 
Arg21 and Arg45, respectively, had been actually observed in 
crystal X-ray structures of noncovalent complexes with different 
transition metal-substituted Keggin and Wells-Dawson 
anions.[31],[33] In addition, these two positive patches on the 
protein surface were related to the selective peptide bond 
hydrolysis catalyzed by Lewis acid metal-substituted 
POMs.[12],[30] X-ray studies have identified an additional binding 
site containing Arg128, which is placed at a C-terminus end of 
the HEWL protein.[31],[33] This is an unstructured region of the 
protein, whose interaction with the POMs was suggested to 
induce a higher degree of structural stability in the solid state,[33]a 
explaining why the interaction of PK3– anion is scarcely 
observed in the simulations in solution. Figure 2B shows a 
selected snapshot with representative interactions between the 
oxygen atoms of POM framework and the amino acids of HEWL. 
As it had been computationally characterized[30] and 
experimentally observed,[31]-[33] the nature of these interactions 
comprises mainly electrostatic interactions, hydrogen bonding 
and water-mediated interactions with positively-charged and 
polar amino acids. 

Figure 2. A) Volumetric density of the PK3– contacts on the protein surface 
(POM···protein distance ≤ 3.5 Å) averaged over 100 ns of MD trajectories. 
Positively charged arginine and lysine residues are depicted in blue and green 
sticks, respectively. B) Typical snapshot of the interaction of PK3– at a 
positively charged patch on HEWL surface, comprising Arg114, Lys116, and 
Thr118. Red dotted lines and black dashed lines represent H–bonds and 
purely electrostatic contacts, respectively. Distances in Å. 

Inspection of the trajectories reveals well-differentiated 
behaviors of POMs over the protein surface (see Figure S1). 
Depending on the charge, the anion is set in a specific cationic 
pocket or it moves over the protein surface and in and out of the 
solution. To evaluate the affinity of the POMs to the protein, the 
persistence of POM···protein contacts was quantified in terms 
of % time binding. This parameter was calculated for each 
individual POM anion as the number of snapshots in which the 
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POM is closer than 3.5 Å to the protein and normalized by the 
total number of snapshots.[30] Figure 3 plots the computed 
values of % time binding as a function of POM charge and Table 
1 collects the numerical values. The % time binding follows the 
same trend as the peak integration of POM units in the radial 
distribution function (RDF) between the POM and protein 
surface (see Figure S2), further supporting the use of this 
descriptor for evaluating POM affinity. 

Table 1. Comparison of the HEWL affinity, and the protein and solvent 
interactions for the five Keggin–type POMs.[a] 

anion % time 
binding 

EPOM···HEWL EPOM···water  H-bonds 1st shell 

[SW12O40]2– 
(SK2–)  

72.0 –360 –572 7.3 

[PW12O40]3– 
(PK3–)  

88.9 –571 –823 9.4 

[SiW12O40]4– 
(SiK4–)  

99.8 –777 –1153 12.9 

[AlW12O40]5– 
(AlK5–) 

97.2 –1049 –1543 18.7 

[ZnW12O40]6– 
(ZnK6–) 

96.2 –1216 –1986 23.7 

[a] The % time binding averaged over 100 ns of MD trajectories sampling data 
every 4 ps. Interaction energies, EPOM···HEWL and EPOM···water in kJ mol–1, 
obtained from 50 ns simulation in the absence of solvent or protein, 
respectively.  Number of H-bonds in the first solvation shell derived from the 
same MD simulations of POMs in water. 

Interestingly, there is no linear relationship between POM 
charge and protein affinity. Instead, we found a quadratic 
polynomial correlation (r2 = 0.98) in which the SiK4– anion, with 
an intermediate charge value of -4, shows the highest protein 
affinity (see Figure 3). Experimentally, the higher POM charge 
had been correlated to larger binding affinity in the inhibition of 
amyloid β peptides,[19] and the selective precipitation of prions by 
the POM complexes.[26] This apparent charge-affinity 
relationship would only explain the increasing domain of the 
equation reported in Figure 3. On the other hand, an inverse 
correlation was found between the negative charge of a series of 
Keggin-type anions with charges ranging from -4 to -6 and their 
capacity to inhibit the diphenolase activity of mushroom 
tyrosinase abPPO4.[28]c Thus, we suspect that the analyzed 
datasets covered only a narrow range of charges within the 
same POM size, providing a partial description of the effect. In 
fact, analysis of the interaction between charged ligands and 
proteins had revealed that binding energy has a quadratic form 
on the charges of the ligand.[37],[38] This complex picture was 
attributed to the delicate balance between two effects of 
opposite sign: protein-ligand electrostatic interaction and ligand 
desolvation incurred upon binding. Thus, too weak electrostatic 
protein–ligand interaction as well as too strong ligand–solvent 
interaction in the unbound state result in a sub–optimal binding. 
According to the quantitative model built by Sulea and Purisima, 
the intermolecular Coulomb interaction energy increases linearly 
with the charge while the desolvation energy upon binding has a 
parabolic form.[38] Moreover, for the analogous, chaotropic 
borane anions a quadratic relationship was observed between 

the binding affinity to estrogen receptor and their 
hydrophobiticy,[39] which can be viewed as the inverse of the 
charge. The effects governing these non-linear correlations are 
very intricate at the level of accurate molecular understanding 
and qualitative predictions; and their atomistic description is still 
lacking. 

Figure 3. Protein affinity, measured as percentage of simulated time in which 
POM interacts with HEWL protein (% time binding), as function of the POM 
charge in [Xn+W12O40](8-n)-. The relationship was fitted to a quadratic polynomial 
regression model (r2 = 0.98): solid black curve and equation on the top. 

Figures 4 and 5 and values of Table 1 (columns 3rd – 5th) 
collect the results of further analysis of POM interactions with 
the protein and with water solvent as a function of the anion 
charge. As Figure 4 shows, the POM···water interaction energy 
in the absence of the protein follows a quadratic growth with the 
POM charge, while the POM···protein interaction increases 
linearly if solvent effects are neglected, in agreement with the 
electrostatic model proposed by Sulea and Purisima.[38] Thus, 
the two competing interactions increase with the POM charge at 
different rates explaining why the POM affinity reaches a 
maximum at intermediate charge values. 

Figure 4. Average POM···HEWL (blue circles) and POM···water (red 
diamonds) interaction energies (in kJ mol–1) for the differently charged 
Keggin–type anions. Simulations performed in the absence of solvent and of 
protein, respectively. The EPOM···HEWL and EPOM···water on the POM charge were 
fitted, respectively, to linear (r2 = 0.996) and to a quadratic polynomial (r2 = 
0.999) regression models. 
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Figure 5. Radial distribution function (RDF) between the POM centre of mass and the oxygen atom of water molecules for SK2– (A) and ZnK6– (B) averaged over 
the last 20 ns of a 50 ns simulation carried out in the absence of protein. Each RDF is accompanied by a representative snapshot of the water distribution around 
each POM and a representation of the volumetric density of water molecules gathered in the first peak of each RDF. 

To explain the counterintuitive non-linear relationship of the 
EPOM···water with the POM charge, we analyzed the solvation 
shells around the POM and the variation of hydrogen bonding 
patterns, which have been used to understand the difference 
between chaotropic (water-structure-breaking) and kosmotropic 
(water-structure-forming) properties of ions.[17],[40],[41] Figure 5 
compares the POM···water radial distribution functions (RDFs) 
for the two extreme charge cases SK2– and ZnK6– (see Figure 
S3 for the other Keggin anions). In going from SK2– to ZnK6–, 
there is an appreciable sharpening of the first RDF peak, similar 
to that observed for a series of polyoxovanadates with different 
charge.[42] Interestingly, for both POMs the first peak integrates 
to a similar number of water molecules per anion unit (31 for 
SK2– vs 33 for ZnK6–), but the average number of anion-water 
hydrogen bonds increases dramatically, from 7.3 in SK2– to 23.7 
in ZnK6– (see Table 1 and Figure 5). Figure 5 also shows typical 
snapshots illustrative of the difference in hydrogen bonding 
patterns. In ZnK6–, the first solvation shell of water molecules is 
more structured and the bridging oxygen of the POM participate 
more actively in the hydrogen bonding network (Figure 5 and 
S4). The more organized water structure in ZnK6– is reflected in 
the volumetric density of water molecules surrounding each 
POM (Figure 5). 
 
The first consequence of the change in hydrogen bonding 
pattern is that upon increasing the negative charge of the POMs, 
the strength and the number of hydrogen bonds with water 
solvent increase, leading to a quadratic growth of the EPOM···water 

interaction energy. Moreover, longer residence of the hydrogen 
bonds and more localized waters in ZnK6– (Figure 5) can be 
related to slower water dynamics over the anion surface.[43] 
Therefore, less chaotropic (more kosmotropic) properties are 
expected for highly charged POMs resulting in proportionally 
larger desolvation energies, and consequently in less affinity 
towards proteins. On the other hand, for moderately charged 
POMs the first solvation shell is less structured and diffuses 
faster, resulting in lower desolvation energies. Overall, to 

enhance POM affinity towards proteins, one needs to balance 
the strength of POM···protein and POM···water interactions. For 
HEWL, this situation is found for the moderately charged SiK4– 
anion, but depending on the topology of the biological system, 
the optimal POM charge might be shifted. These result are 
highly correlated with very recent observation by Rompel et al. 
that identified moderately charged [SiW12O40]4- anion as the 
most pronounced inhibitor of mushroom tyrosidase abPPO4, 
while for higher charged Keggin structures the inhibitory capacity 
decreases.[28] 
 
Influence of the POM size and shape. 
Next, we varied systematically the size and shape of the POM 
keeping constant its charge density, using the charge per metal 
ratio (q/M) as a magnitude that correlates with the charge 
density.[30],[36] The selected structures with q/M = 0.33 are shown 
in Figure 1 and comprise: the [W6O19]2– Lindqvist anion (L2–), the 
[SiW12O40]4– Keggin anion (SiK4–), the [P2W18O62]6– Wells–
Dawson anion (WD6–), and the [HThP5W30O110]10– Preyssler–like 
anion, (HThP10–). Note that the HThP10– anion corresponds to a 
model structure in which one internal oxygen atom was 
protonated in order to ensure the same q/M ratio along the 
series. Moreover, the volume ratio VPOM/Vtotal was kept 
approximately constant, by adjusting the dimension of the 
simulated system (see Figure S5) in order to avoid the bias of 
the density of POM on POM···protein contacts (9.45 - 9.52 g L–1 
range). Also, we performed these simulations keeping constant 
the molality of POM and protein species (see Table S1), and the 
obtained results are consistent with the qualitative trends 
defined by the simulations with constant VPOM/Vtotal ratio, 
described hereunder. 
 
Table 2 (second column) collects the values of the % time 
binding for the series of POMs with different sizes, computed 
from simulations with the same density of POM. All the anions 
display a high affinity to the protein, indicating that the q/M ratio 
of 0.33 corresponds to the optimal charge density to interact with 
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HEWL. Among the series, the smallest L2- anion presents a less 
persistent interaction and it moves over the protein surface and 
in/out of the solution. Contrastingly, the other anions (SiK4–, 
WD6–, and HThP10–) interact persistently at a single cationic site 
at each MD run (see Figure S6). The sub–optimal interaction of 
L2– can be ascribed to the fact that its size cannot interact with 
several amino acids simultaneously resulting in less efficient 
contacts with the protein than bigger anions.[30] The average 
values of anion-solvent interactions normalized by the number of 
solvent-accessible atoms have very similar values confirming 
that the differences in the protein affinity are due to the influence 
of the size, not biased by electrostatics (see Table 2, fourth 
column). There are several experiments that could be directly 
related to our findings for Lindqvist anion. For example, Parac-
Vogt et al. reported that Lindqvist anions were less active than 
bigger structures in the hydrolysis of proteins.[13],[14] Moreover, 
spectroscopic studies revealed that among several POMs with 
different structures, the smallest Lindqvist structure was found to 
be the one influencing the least the structure of the protein.[15] 

Table 2. Comparison of the HEWL affinity and protein and solvent interaction 
of L2-, SiK4-, WD6-, and HThP10-  POMs having different size and shape and the 
same charge density (q/M = 0.33).[a] 

anion % time 
binding 

EPOM···HEWL EPOM···water/atom  Edesolv
 

[W6O19]2– (L2–)  94.2 –152 –34 +172 

[SiW12O40]4–  
(SiK4–)  

99.8 –239 –32 +265 

[P2W18O62]6–  
(WD6–)  

99.4 –261 –32 +264 

[HThP5W30O110]10– 

 (HThP10–) 
99.0 –325 –32 +267 

[a] Interaction energies in kJ mol–1. EPOM···water/atom corresponds to the 
interaction energy with water normalized per solvent–accessible atom, and 
Edesolv accounts for the loss of EPOM···water in going from the unbound to the 
bound situation. Data were sampled every 4 ps from the 100 ns MD 
trajectories. 

The evolution of protein affinity with the size is similar to that 
found with charge density, that is, it increases until a maximum 
(Keggin structure) and then decreases less steeply (Table 2). 
Note however that in this case the dataset is not large enough to 
set a reliable quantitative relationship. To understand the origin 
of the observed time-dependence we analyzed separately the 
interaction of the POMs with the solvent and the protein as a 
function of the size. Figure 6 shows that the POM···water 
interaction energy (EPOM···water) increases linearly with the number 
of addenda W atoms, because so does the number of solvent–
accessible atoms, which support similar atomic charges. 
Differently, the POM···protein interaction energy (EPOM···HEWL) 
grows logarithmically with the cluster size (see Figure 6). A 
closer look to the interaction mode of large anions revealed that 
the non–spherical Wells–Dawson (WD6–) and Preyssler 
(HThP10–) anions do not interact with HEWL using the largest 
possible surface area but they do it in an edgewise manner 

through their narrowest side (see Figure 7 for representative 
snapshots of these interactions). Moreover, the computed 
volumetric density of POM···protein contacts for WD6– and 
HThP10– species confirms these interaction modes (Figure S7) 
Accordantly, the computed POM desolvation energies upon 
binding to HEWL (Edesolv) are similar for SiK4–, WD6– and 
HThP10– anions (see Table 2 and Table S2 for details). Thus, 
one can say that Wells–Dawson type WD6– and Preyssler–type 
HThP10– anions interact with HEWL in a Keggin–like manner, 
and therefore, not only POM size but also the shape is important 
to understand their interaction with biomolecules. 

Figure 6. Average POM···HEWL (blue circles) and POM···water (red 
diamonds) interaction energies (in kJ mol–1) as a function of the number of W 
atoms in L2–, SiK4–, WD6– and HThP10– anions. EPOM···HEWL averaged for 
snapshots with POM···HEWL distance ≤ 3.5 Å. EPOM···water averaged from 20ns 
simulations in the absence of protein and fitted to a linear regression model (r2 
= 0.99). 

The origin of this Keggin–like interaction mode in larger anions 
with non–spherical shape may be related to the non-
homogeneous charge distribution. Electrostatic repulsion within 
the POM causes the charge density to be higher at the most 
peripheral parts, accumulating larger negative charge at the 
most distal oxygen atoms (see Figure S8). Thus, these oxygen 
centers are expected to interact strongly with the protein. 
Conversely, we evaluate the importance of the size of cationic 
pockets at the HEWL protein by comparing simulations of WD6– 
anion with new ones of the same Wells-Dawson structure setting 
all the atomic charges to zero, WD0. The computed volumetric 
densities of the POM···protein contacts reveal that both species 
interact with HEWL protein through the same cap region (see 
Figure S9) indicating that charge distribution within the POM 
does not rule the directionality of the interaction but the intensity. 
Finally, one should consider that for POMs bigger than Keggin 
structure (WD6– and HThP10–) the POM surface exposed to the 
solvent enlarges POM···water interactions. This increases the 
forces that pull the POMs towards the solvent bulk 
counterbalancing POM···protein interactions and explaining the 
smooth decrease in the % time binding (see Table 2). Overall 
these results indicate that in solution cationic pockets in HEWL 
are size–specific for Keggin–sized POMs (of about 1 nm of side 
length) determining the optimal size for POM affinity.  
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Figure 7. Representative snapshots of the interaction between HEWL and four POMs with the same charge density (q/M) but different structure. 

Development of a multidimensional model. 
After analyzing the influence of different POM features 
separately, we sought to build a multidimensional mathematical 
model correlating protein affinity of POMs with their charge 
density and molecular size and shape. The dataset comprises 
previous simulated structures and five additional ones, including 
model systems, selected to balance the chemical space. Thus, 
we performed analogous simulations of HEWL protein in 
solution with the following five structures: the one electron–
oxidized Lindqvist anion [W6O19]– (L–), the one electron–reduced 
anion [W6O19]3– (L3–), the tungstosulfate [S2W18O62]4– (SWD4–) 
and tungstosilicate [Si2W18O62]8– (SiWD8–) with Wells–Dawson 
structure and the classical sodium–containing Preyssler anion 
[NaP5W30O110]14– (NaP14–). For each set of simulations, we 
evaluated the % time binding as a response variable associated 
to protein affinity. To describe the electrostatic features of the 
POMs we used the charge per metal ratio (q/M) as numerical 
parameter to account for the charge density of the anions. As 
discussed above both the size and the shape have an influence 
on protein affinity. To describe simultaneously both geometric 
features we propose a novel descriptor, the shape–weighted 
volume (VS). The VS is calculated according to equation 1, where 
nW is the number of addenda ions (W) and rmax represents the 
maximum side length in the POM structure in nm (see Figure 8 
for a graphical description and Table S3 for numerical values). 
Table 3 collects the values of the response variable (% time 
binding) and the descriptors (q/M and VS) for the 13 structures of 
the dataset ordered in increasing values of the response 
variable. 
The calculated % time binding is correlated to the descriptors 
q/M and VS, and their second-order terms (q/M2 and VS

2), which 
account for quadratic dependence found above. Using partial 
least square (PLS) regression technique and the descriptors 
normalized to the highest values, we obtain a predictive model in 
which full leave–one–out (LOO) cross–validation leads to a 
value of r2 for the fitting of 0.97 and a predictive ability q2 of 0.88 
with three PLS. In quantitative structure-activity relationship 

(QSAR) modelling, a model is considered to be predictive when 
the value of q2 is higher than 0.5, which is halfway between 
perfect prediction (1.0) and no model at all (0.0). Figure 9 shows 
the measured affinities plotted against the fitted values and the 
multidimensional QSAR equation. To further evaluate the 
prediction ability of our model, the dataset is divided into test (3 
POMs of different protein affinity class) and training subsets (10 
POMs) to develop an externally validated QSAR model. New 
QSAR models are generated with the training subsets and 
predictions were made for the test subsets (see Table S4 for 
details). We repeated the procedure 5 times obtaining good 
predictive models for the training set in all cases (q2 ranging 
from 0.78 to 0.92). From the 15 externally validated samples, 8 
are excellently predicted with errors < 2 %, and average error 
ranges from 2.1 to 4.9%. The poorest predictions are obtained 
for L2– (7.6 %) SK2– (6.0 %) and ZnK6– (5.9 %), which 
correspond to species with structural features close to the limits 
of the analyzed chemical space. However, the overall validation 
supports the reliability of the QSAR model and quantitative (or 
semi-quantitative) ability to predict the affinity of POMs to HEWL 
proteins. 

𝑉𝑉S = 𝑛𝑛W
𝑟𝑟𝑚𝑚𝑚𝑚𝑚𝑚

        (1) 

 

Figure 8. Graphical representation of the rmax parameter used to calculate the 
shape-weighted Volume (VS) molecular descriptor. 
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Table 3. Classification of the simulated systems as a function of the % time 
binding, and values of molecular descriptors charge density (q/M) and shape–
weighted volume (VS). 

classification POM q/M VS % time binding [a] 

Moderate  
interaction 
(< 90 %) 

L– 0.17 6.8 69.7 

SK2– 0.17 11.4 72.0 

L3– 0.50 6.8 86.0 

SWD4– 0.22 11.7 87.0 

PK3– 0.25 11.4 88.9 

Strong 
interaction 
(90–98 %) 

L2– 0.33 6.8 94.2 

ZnK6– 0.50 11.4 96.2 

AlK5– 0.42 11.4 97.2 

SiWD6– 0.44 11.7 97.8 

Persistent 
interaction 
(98–100 %) 

NaP14– 0.47 16.6 98.9 

HThP10– 0.33 16.6 99.0 

WD6– 0.33 11.7 99.4 

SiK4– 0.33 11.4 99.8 

[a] Values are sampled every 4 ps from the 100 ns MD trajectories. 

 

Figure 9. Measured versus fitted % time binding for the 13 POMs species 
using a linear regression model with q/M, VS, q/M2 and VS

2 normalized 
descriptors, and the resulting QSAR equation. Diamonds, circles, squares and 
triangles correspond to Lindqvist, Keggin, Wells-Dawson and Preyssler 
structures, respectively. Green for moderate, yellow for strong and red for 
persistent interactions. 

The use of normalized, chemically-meaningful descriptors allows 
to extract some (bio)chemical information from the QSAR 
equation depicted in Figure 9. Both the charge density and the 
geometry of the POM have a non-lineal correlation with protein 
affinity. The significant weight of second-order terms indicates 
that protein affinity has a quadratic-like dependence of both 
properties. This is the result of a delicate balance between 
POM···protein and POM···solvent interactions. Moreover, the 
higher absolute values of the q/M coefficients compared to those 
VS indicate that the protein affinity is mainly governed by the 

charge density of the polyoxoanion and it is less affected by its 
bulkiness or its shape. Table S5 compiles the values of the 
normalized descriptors and the QSAR equation with non-
normalized coefficients can be found in the Supporting 
Information. Finally, Figure 10 shows the response surface 
predicted by the QSAR model as function of the POM molecular 
descriptors. Within the analyzed chemical space, the map allows 
identifying a region (dark red) in which the POM···protein 
interactions are maximized. We also note that the 
multidimensional model must be interpreted qualitatively, as a 
mathematical equation which points out the trends and the 
weight of the different factors influencing POM affinity. 

Figure 10. Three-dimensional response surface of the K as function of the 
charge density (q/M) and the shape–weighted volume (VS) descriptors of the 
POMs using QSAR model. Red regions represent the most persistent 
interactions, and thus, the highest protein affinities. 

Conclusion 

A systematic Molecular Dynamics (MD) study allowed setting 
structure–activity relationships between the molecular 
composition of chaotropic polyoxometalate (POM) anions and 
their affinity to biomolecules, using hen egg–white lysozyme 
(HEWL) as a model protein. When the charge of the POM is 
varied systematically keeping the same size and shape 
([Xn+W12O40](8–n)–; Xn+ = SVI, PV, SiIV, AlIII and ZnII), the protein 
affinity shows a quadratic dependence with a maximum at 
charge 4– (X = SiIV, q/M = 0.33). The effects governing this non–
linear correlation are very intricate and depend on the delicate 
balance between the POM···protein and the POM···water 
interactions. While the POM···protein interaction energy 
increases linearly with the POM charge, the POM···water 
interaction showed a parabolic growth. Highly charged POM 
anions have less chaotropic (more kosmotropic) character that 
results in a more structured solvation shell of water molecules, in 
which the strength and number of hydrogen bonds increases. 
This accurate atomistic description of the change in hydrogen 
bonding pattern revealed that POMs with high charge densities 
have proportionally larger desolvation energies, and 
consequently, less affinity towards proteins. When the size and 
shape of the POM is varied keeping its charge density (number 
of W = 6, 12, 18 and 30; q/M = 0.33), simulations indicate that 
the interactions of POM with proteins are size-specific, being the 
size of Keggin–type anion (~1 nm length; W = 12) optimal for 
fitting into the cationic pockets of HEWL. Smaller structures such 
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as the Lindqvist (W = 6) have sub-optimal interaction with the 
protein because they cannot interact with several amino acids 
simultaneously. Shape is also important since larger non-
spherical anions such as the Wells-Dawson (W = 18) and the 
Preyssler (W = 30) interact in an edgewise (Keggin-like) manner 
exposing a large part of their oxide surface to the solvent, which 
pulls the POMs towards the bulk.  
 
Finally, we were able to build a multidimensional model with 
predicting ability (r2 = 0.97 and q2 = 0.88) that correlates 
quantitatively the protein affinity expressed as the % time 
binding and two handy molecular descriptors related to the 
charge density of the POM (charge per metal atom ratio; q/M) 
and to its size and shape (shape–weighted volume; VS). The 
QSAR model indicates that the charge density of POMs 
influences their affinity to proteins in a larger extent than their 
molecular size and shape. Furthermore, this study evinces the 
capability of atomistic simulations to set structure–affinity 
relationships for the binding of inorganic clusters such as POMs 
to biological systems using time–derived variables. 

Computational Details 

Classical MD simulations were carried out using GROMACS 4.5.4 
software[44] and the AMBER 99 force field,[45] which has been 
successfully employed in a previous work to model POM···protein 
interactions.[30] The potential energy U of the system is empirically 
described by the sum of the bond, the angle, and the dihedral 
deformation energies and the pair–wise additive 1–6–12 (electrostatic 
and van der Waals) interactions between non bonded atoms. Parameters 
for the topology of the different polyoxoanions were obtained following 
the procedure of Bonet–Avalos, Bo, Poblet et al.[46] CHelpG atomic 
charges were obtained with the Gaussian09 package[47] at the DFT level 
(BP86 functional)[48] using the LANL2DZ basis set.[49] Geometry 
optimizations were performed with solvent effects of water using the IEF–
PCM model[50] as implemented in Gaussian09 package[47] Lennard–
Jones parameters for W and O atoms of the POMs were taken from 
previous works,[30],[46],[51] and those for AlIII, SiIV and ThIV were taken from 
the UFF force field.[52] The geometry of the 8+ charged HEWL protein 
was taken from the protein data bank (PDB) database (PDB ID: 3IJV).[53] 

For the MD simulations, a cubic simulation box was built around the 
protein, which was filled by water molecules. One POM was inserted 
randomly in each simulation box, and the initial POM position was kept 
for all the runs. The box size was set to keep the same VPOM/Vtotal in all 
the simulations and roughly, the density of POM (gPOM Lwater

–1). In 
particular, when simulating POMs of different sizes, it is of great 
importance to maintain the same volume ratio in order to avoid 
overestimations in quantifying the interaction of bulkier POMs or 
underestimate it for smaller ones. Cl– or Na+ counter ions were added to 
neutralize the system. Detailed information of each simulated system can 
be found in Table S6. Additionally, simulations with POMs of different 
sizes were also performed keeping constant the same number of water 
molecules and in turn, the molal concentration of POM and protein (see 
Table S1). Water was represented with the TIP3P model.[54] All 
simulations were performed with 3D–periodic boundary conditions using 
an atom cutoff of 14 Å for van der Waals and of 10 Å for Coulombic 
interactions between atoms separated by more than 3 bonds. Long–
range electrostatic interactions were corrected by using the particle–
particle mesh Ewald (PME) summation method.[55] The simulations were 
performed at 300 K starting with random velocities. The temperature was 
controlled by coupling the system to a thermal bath using the Berendsen 
algorithm[56] with a relaxation time of 0.1 ps to perform the simulations 
within an NVT ensemble. In simulations done under an isothermal–
isobaric (NPT) regime, the system was also coupled to a barostat using 

the Berendsen algorithm[56] with a relaxation time of 0.1 ps. Newton 
equations of motion were integrated using the leap–frog algorithm,[57] and 
a time step of 1 fs. The bonds involving H atoms were restrained using 
the LINCS algorithm.[58] 

Before the production runs, all the systems were equilibrated by 1000 
steps of energy minimization followed by a 250 ps simulation fixing the 
solute molecules in order to relax the solvent around them. Then, a 250 
ps at constant volume (NVT) with the solvent relaxed, a 500 ps 
simulation at constant temperature (300 K) and pressure (1 atm) to 
stabilize the pressure and thus the density and a last 250 ps simulation 
(NVT). Finally, five independent runs of 20 ns dynamics were performed 
at constant volume and at 300 K for each system. For the sake of 
comparison, some NVT simulations were repeated using the velocity 
rescaling algorithm[59] and found that results do not vary significantly. 
Recently, this molecular dynamics protocol have been successfully 
employed to study aggregation processes of POMs in solution obtaining 
results consistent with experiments.[42],[60] The time evolution of the 
average values of the % time binding was statistically analysed  (see 
Figure S11 and Table S6 in Supporting Information) indicating that this 
time average property converges after 100 ns providing a reliable and 
precise sampling for POM-protein interactions. 

Main characteristics of the additional simulations used to build the 
multivariate model are displayed in Table S7 and Table S8 collects the 
features of the simulations used to evaluate the POM···protein and 
POM···water interaction energies in the absence of solvent and protein, 
respectively. For the multivariate model (Table S7), every POM structure 
was analyzed following the same protocol described above, while to 
determine individual interaction energies (Table S8), one single run of 50 
ns was performed for each POM. 
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