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Abstract: Currently, each person produces 1.7MB of information every second in different formats. However, the vast majority of
information is text. This has increased the interest to study techniques to automate the identification of the relevant portions of text
documents in order to offer as a result an automatic summary. This article presents a technique to extract the most representative
sentences of a document taking into account by the user’s criteria. These criteria are learned using a neural network, from a
minimum set of documents whose sentences have been rated by the user in terms of importance. To verify the performance of
the proposed methodology, we used 220 scientific articles from the PLOS Medicine journal published between 2004 and 2016.
The results obtained have been very satisfactory.
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1. Introduction

At present, data generation has become a natu-
ral output of human activity. Due to technological
progress many usual actions are recorded. For this rea-
son, the efficient access and use of such data have be-
come fundamentally necessary in all areas, in order to
construct pieces of information.

Today, there are many areas interested in extracting
knowledge from stored information, and even more so
in the case of unstructured information. Although data
is continuously generated in many formats, most of the
digital information is stored in text format. For exam-
ple, each email sent, each search made on the Inter-
net or each publication generates, to a greater or lesser
extent, textual data.

In general, text is stored in the form of unstructured
digital documents, using a very different organization
from that of traditional databases. Scientific literature
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is characterized by producing an enormous amount of
text documents that cover all the thematic areas of hu-
man knowledge.

The use of automatic tools to summarize text is es-
sential, since it could facilitate the access to pertinent
and available information. When the volume of infor-
mation is immense, separating manually what is essen-
tial is a difficult and time consuming task. The devel-
opment of computational solutions to summarize text
constitutes one of the current lines of research aiming
at reducing the problems generated by the excessive
growth of textual information.

Obtaining computer summaries reduces the enor-
mous volume of unstructured information to its core
content, in order to facilitate its manipulation. By read-
ing an automatic summary, the user could get access
to the main content of a document in less time than it
would had taken after reading the original document.

Although the definition of summary may vary from
one author to another, we could fairly agree to define
the summary as a reduced, clear and objective repre-



2 A. Villa-Monte et al. / Document Summarization using a Structural Metrics Based Representation

sentation of the core and essential contents of a docu-
ment.

There are different approaches to automatically
summarizing text documents. The extractive approach
is one of the most used in literature. This type of sum-
mary is formed by certain parts of the original text (sin-
gle words or whole paragraphs), which are extracted
verbatim. This extraction is usually done by means of
scoring metrics that allow ranking the parts of a docu-
ment and selecting properly the ones that will consti-
tute the final summary.

This work aims to learn the criteria used by a per-
son when summarizing a text. This will be achieved
through the selection of the subset of sentence scor-
ing methods that best approximate human summariza-
tion. Once this criterion has been obtained, it can be
applied to other documents in order to obtain, as a re-
sult, a summary similar to that which the user would
have made manually.

The remaining of the paper is organized as follows.
Section 2 contains an overview of the current state of
the art. Section 3 develops the proposed methodology
and describes the document representation used in this
paper. Section 4 presents the results. Finally, Section 5
draws the main conclusions and future research lines.

2. Related works

Automatic abstract generation is a subject that be-
gan in 1958 with the seminal work by Luhn [1] and
research continues at present [2]. Throughout all these
years, different approaches have emerged for the auto-
matic generation of document abstracts. There are two
main approaches to this topic: extractive and abstrac-
tive automatic summaries

Extractive summary studies are predominant in lit-
erature [3]. This approach selects portions of a doc-
ument without requiring a complex semantic analy-
sis, as opposed to the one required by the abstractive
approach. On the contrary, abstractive summaries are
based on the “ideas” developed in the document and
do not use exact phrases from the original document.
This type of summary involves generating new text,
providing a higher level of generalization. Taking into
account the required linguistic knowledge (such as on-
tologies, thesauri and dictionaries) required by abstrac-
tive summaries, the cost of the extractive approach is
lower. This is the reason why it is more frequently in-
vestigated [4]. In [5] the differences between both ap-
proaches are clearly specified.

Since an extractive summary is formed by a set of
portions of text (from single words to whole para-
graphs) literally copied from the source text, it is
generally considered a classification problem of two
classes [6]. Each part of the document is labeled either
as “correct ” (if it is part of the summary), or “incorrect
” (if it is not included in it) [7].

In order to perform such classification, a score is
usually assigned to each part of the document [8]. This
score allows ranking the parts of a document [9]. Such
score is achieved using a set of metrics. Each metric
analyzes a particular characteristic of the document.
We will review the most frequently used metrics.

The first algorithm for extractive summaries was de-
veloped in 1958. It obtained a simple summary by
weighing the sentences from the frequency distribu-
tion of words [1]. At the same time, the position of the
sentences was used [10]. A few years later, based on
the work by Luhn, it was proposed to use the presence
of certain words and the coincidences with the words
in the titles [11]. Many years later, the frequency of
the terms and the Inverse Sentence Frequency (adap-
tation of the TF-IDF measure used in Information Re-
trieval) [12] were used. The use of Latent Semantic
Analysis (LSA) was also proposed to summarize the
text, without using lexical resources such as Word-
Net [13]. Additionally, graph-based models were in-
troduced for the extraction of sentences [14]. Further-
more, another method was based on the proportion of
key words present in the sentences and in the document
[15]. Meanwhile the idea of using the average word
frequency for the selection of sentences was also put
into practice [16]. These are just some of the most fre-
quently used metrics in literature. A detailed overview
of these and other metrics and methods can be con-
sulted in [17].

The literature related to extractive abstracts is very
extensive. In most works, a set of metrics are used to
characterize a document and build its intermediate rep-
resentation [18]. Each metric analyzes a given char-
acteristic of the document and applies certain classi-
fication criteria to its content. These metrics are em-
ployed after the preprocessing of the document, which
implies carrying out the following tasks: splitting the
document into sentences, tokenizing each of them, dis-
carding stop words, applying stemming, etc.

Recent works consider the task of producing extrac-
tive summaries as an optimization problem, where one
or more objective functions are formulated in order to
select the “best” sentences in the document that will
be part of the summary [19]. However, documents in
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those works are characterized by a set of a priori de-
fined metrics, and their selection is not part of the op-
timization process, as is the case of, e.g. [20].

In [21], the use of an optimization technique was
proposed as a solution to this problem. In that work
a strategy was developed to assist the user in the task
of summarizing, offering as a result an extractive sum-
mary formed by the most representative sentences ac-
cording to a previously learned criterion. The learning
of said criterion was based on a short summary sub-
mited by the user. The results obtained showed that the
proposed strategy was effective. However, all metrics
were considered in the construction of the summary.

In this work, it is proposed to train a neural network
to select the most representative metrics to use and de-
terminate its level of participation in the construction
of the summary. The final score assigned to each part
of the document will be as accurate as possible in rela-
tion to the user’s preferences.

3. Proposed methods

It is important to remember that the extractive ap-
proach chosen to generate the summary does not guar-
antee the narrative coherence of the selected sentences.
However, it is possible to reduce the size of the docu-
ment leaving only the relevant content.

This approach has three advantages: (i) the size of
the summary can be controlled. (ii) the content of the
summary is obtained accurately. (iii) the relationship
between the summary and the original text is immedi-
ate.

In general terms, the process of summarizing by
extracting parts of a text consists of three major
stages:(i) create an intermediate representation for the
original text, (ii) assess each of the sentences through
a score and, (iii) select the set of sentences that will be
part of the summary.

Figure 1 shows a diagram of the proposed method-
ology, which will be developed below.

3.1. Text Pre-processing

Any task of Text Mining begins with the pre-
processing stage. Within this stage, the most impor-
tant task is the segmentation of the text and its sub-
sequent representation. Segmentation begins with di-
viding the text into smaller portions preserving the or-
der they appear in, and with certain criteria using one
or several delimiters. Generally, these portions of the

text are called “sentences” in a generic way, and they
are obtained by recognizing orthographic signs such
as punctuation marks (period, full stop, comma, and
semicolon). In the case of the point, the sentences rep-
resent syntactical sentences.

A syntactical sentence is a unit of language that
makes sense by itself and that is formed by a verb.
Other signs can also be used, such as comma, semi-
colon, colon, and parentheses. Their interpretation re-
quires special considerations such as the period, with
its multiple uses: abbreviations, acronyms and num-
bers.

Once the sentences are available, they are divided
into terms (tokenization) and stored appropriately so
that the original document can be reconstructed at any
time, ensuring its integrity. The latter is essential so
that each of the metrics described in the section 3.2 can
be correctly calculated for each sentence. At first, all
the words that appear in the text are considered as pos-
sible terms. Words are defined as any string of char-
acters that starts the sentence, which follows a blank
space or ends in a blank space, among other possible
delimiters.

In this stage, in order to reduce the working vocabu-
lary, it is common to eliminate some terms with certain
criteria. On the one hand, all the text is usually con-
verted to either uppercase or lowercase since, in gen-
eral, the case of the letter is not relevant for summa-
rizing purposes. Eventually, there are some exceptions,
such as proper names. On the other hand, words with-
out semantic content, such as articles, prepositions,
conjunctions, adverbs and adjectives, are usually elim-
inated. These are commonly known as stop words. It
is also common to discard some verbs such as “to be”,
as well as very short words (e.g., 1 to 3 characters
long words). Finally, the roots of words are extracted
through a process known as stemming. This causes the
most significant reduction of terms since the number
of words derived from the same root is very high. Even
though the root of a term provides greater semantic
content, using it increases noise and once again gener-
ates the need to consider exceptions. Such exceptions
arise not only for having terms with the same root and
different meaning, but also for other situations as, for
example, removing the significance of gender suffixes.

3.2. Document representation

There are many ways to characterize the sentences
of a document. In this article, we select 21 metrics used
previously in literature, in order to grade each sentence
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Figure 1. Scheme of the methodology proposed in this article for the generation of document summaries.

and to represent each document as a set of numerical
vectors. These values are based on quantities calcu-
lated from different aspects that the sentences have in
the text. In this section we give full details of the met-
rics considered in our work. In this way, each docu-
ment will be represented by a matrix of as many rows
as sentences in the document and as many columns as
metrics (in this case 21).

Position. These metrics measure the closeness of the
sentence Si to the beginning, end and edges respec-
tively, being n the total number of sentences of D and
i a number between 1 and n assigned to each sen-
tence sequentially according to its appearance within
the document from start to finish [10].

pos l(Si) = i
pos f(Si) = i−1

pos b(Si) = max (i−1, (S − i+ 1)−1)

Length. These metrics measure the length of the sen-
tence Si in terms of the number of words and charac-
ters it has [22]. |.| indicates the cardinality of the set.

len w(Si) = |words(Si)
len ch(Si) = |characters(Si)|

Frequency. In luhn ci represents the largest sequence
of consecutive words that begins and ends with words
considered as keywords (according to some criteria)
[1]. key adds the frequencies of all the keywords that
sentence Si contains, where tfk is the frequency of
the keyword k in the document [11]. cov measures the
proportion of keywords in document D and contained
in sentence Si [15]. TF calculates the average fre-
quency of the words in sentence Si [16]. On the other
hand, tfisf is an adaptation of the well-known met-
ric TF-IDF used in Information retrieval where ni is
the number of sentences that contain the word i and
isfw = 1− log(ni)

log(n) [12].

luhn(Si) =
|keywords(ci)|2

|ci|
key(Si) =

∑
k∈keywords(Si)

tfk

cov(Si) =
|keywords(Si)|
|keywords(D)|

tf(Si) =
∑

w∈words(Si)
tfw

|words(Si)|
tfisf(Si) =

∑
w∈words(Si)

tfw × isfw

Title. These metrics measure the similarity of the sen-
tence Si with the title Ti using three measures: overlap,
Jaccard and cosine respectively. In all cases the simi-
larity is defined through the common words that have
the sentence and the corresponding title [11]. However,
to calculate cosine, a two-row frequency matrix (one
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for the title Ti and another for the sentence Si ), is
needed. The number of columns in this matrix depends
on the different words title and sentences have.

title o(Si) =
|words(Si)∩words(Ti)|

min
(
|Si|,|Ti|

)
title j(Si) =

|words(Si)∩words(Ti)|
|words(Si)∪words(Ti)|

title c(Si) =
~Si× ~Ti

| ~Si|×| ~Ti|

Coverage. These metrics also use the three aforemen-
tioned measures of similarity between the sentence Si

and the remaining sentences of the document(D − Si)
[18].

d cov o(Si) =
|words(Si)∩words(D−Si)|

min
(
|Si|,|D−Si|

)
d cov j(Si) =

|words(Si)∩words(D−Si)|
|words(Si)∪words(D−Si)|

d cov c(Si) =
~Si× ~D−Si

| ~Si|×| ~D−Si|

Graphs. In graph-based metrics, the nodes of the
graph represent the sentences of the document. The
greater the number of links that a node has, the more
relevant will be the sentence that it represents. In
graph s the weights of all the links of a node are added
to conform their degree. Each weight is determined by
the number of common words between two sentences.
Both luhn deg, key deg and cov deg are extensions
of the metrics luhn, key and cov but use the degree of
the node to adapt their calculation.

3.3. Learning the user’s criteria

The user’s preference for a sentence is given by the
assigned score. It is a positive integer value, and pro-
portional to the estimated degree of importance. Those
sentences that receive 0 as a score will be interpreted as
irrelevant, while those that receive the highest values
will be the most significant.

On the other hand, since there are several met-
rics calculated for each statement of the document,
it is expected that a linear combination of them rep-
resents the user’s criteria. Therefore, the problem to
solve consists in finding the coefficients c1, c2, . . . , ck
such that applied to the metrics of the sentence Si,
mi1,mi2, . . . ,mik, allow to approximate the score in-
dicated by the user.

To solve this, a Adaptive Linear Combiner was used:
a neural network formed by a single neuron with as
many inputs as metrics are used to represent each sen-
tence, and a single output whose value is given by what
is indicated in equation 1. The coefficient c0 works as
an independent term and the entry mi0 is always 1.

Figure 2. Adaptive Linear Combiner.

scorei =

k∑
j=0

(cj ∗mij) (1)

The weights of the arcs that join each metric with
the neuron act as scale factors and regulate the impor-
tance or participation of each metric in the score. Fig-
ure 2 illustrates the architecture of a Adaptive Linear
Combinator of n inputs.

The learning process of the neuron consists of es-
tablishing the coefficients associated with each metric
represented by the weights of the arcs that join it with
the input information. To achieve this, the algorithm
must show a set of labeled examples; in this case, a set
of sentences for which the expected score is indicated.

The method used to adapt weights is the Least Mean
Square (LMS) defined by Widrow and Hoff in [23] and
known as Delta Rule [24]. This algorithm minimizes
the sum of the squares of the linear errors incurred on
the set of training sentences. It starts with random coef-
ficients c0, c1, . . . , ck, and iterates over the examples.
For each entered example, the algorithm calculates the
corresponding output. In this case, the examples are
sentences represented by the metrics, so the output ob-
tained in each case corresponds to the prediction of
the corresponding score, calculated according to equa-
tion 1. Then, the error in the answer is estimated using
equation 2, where Pi corresponds to the score assigned
by the user to the the sentence under prediction.

Errori = (Pi − scorei)2 (2)

Changes in the coefficients are done following the
direction of the negative gradient according to equa-
tion 3, where α is a value between 0 and 1 that controls
the size of the modifications to be made, also called
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factor or learning speed.

cj = cj + α ∗Errori ∗mij ∀j, 0 ≤ j ≤ k (3)

This process is repeated by repeatedly entering the
examples of the training set, one at a time, and modi-
fying the coefficients after each error calculation. The
end criterion is given by a threshold in the difference
of two consecutive average errors or by a maximum
number of iterations, whichever happens first.

Once the Linear Combiner is already trained, it is
possible to identify the metrics that have the greatest
participation in the prediction of sentence scores. To do
this, the proportion of the metric value must be taken
into account (weighted by the corresponding coeffi-
cient) with respect to the pre-stablished score for the
sentence.

Considering the sentence Si, it can be said that the
total contribution provided by all the metrics to the
value scorei, totali, is given by the sum of their ab-
solute weighted values, as indicated in the equation 4.
Therefore, the proportion degree partij , indicated in
the equation 5 can be used to estimate the participation
of the j-th metric of the i sentence in this sum.

totali =

k∑
j=1

abs(cj ∗mij) (4)

degree partij =
abs(cj ∗mij)

totali
(5)

Repeating this for each sentence of the training set
and averaging the values obtained for each metric it
will be obtained a vector P = (p1, p2, . . . , pk) with the
values of the degrees of participation of each metric in
the estimation of the scores. Equation 6 indicates how
the average for a set of cardinality sentencesM should
be performed.

pj =

∑M
i=1 degree partij

M
(6)

Then, those metrics whose degree of participation
exceeds the average value

∑
j pj/k will be considered

as relevant for the estimation of the score.

4. Experimental results

To verify the performance of the proposed method-
ology, we used scientific articles extracted from the
journal PLOS Medicine1 published between January
2004 and December 2016. The choice of the journal
was conditioned not only by its importance from the
medical point of view, but also because it offers the
possibility of downloading the files in different for-
mats. In this case, documents labeled in XML for-
mat were obtained. This aspect is essential to automate
the extraction of information for later upload to the
database.

We extracted 223 scientific articles, each of which
consisted of approximately 30 paragraphs of 4 or 5
sentences each and each sentence had an average of
20 words. A database was designed to be able to per-
sist the documents in a suitable way for its later pro-
cessing. This design can be found in [25]. Before stor-
ing them in the structure, they were preprocessed us-
ing Python’s NLTK (Natural Language Toolkit) library
which allows manipulating the natural language and
simplifies tokenization, stop words removal and stem-
ming processes, among other things.

It is important to remember at this point that the ob-
jective of this paper is to learn the criteria used by the
user to select the sentences that give rise to the extrac-
tive summary. In this way, counting on a reduced num-
ber of summary documents, it will be possible to re-
produce the used criteria in the remaining documents.
However, in order to measure the performance of the
proposed linear combiner, it is necessary to know the
score of all sentences in the corpus. Manual labeling
is a very tedious task for the user. For this reason it
was decided to solve it automatically, using a web ap-
plication. After analyzing several applications that are
used for carrying out online summaries from a text, it
was decided to use Online summarize tool2 since, from
those available on the Internet, it was the only one that
fulfilled all the requirements: (1) each sentence corre-
sponds to a syntactic sentence from the text of the doc-
ument, (2) it allows to rank all the sentences of the doc-
ument, (3) it establishes the ranking of sentences as-
signing a score to each one of them, and (4) it has a
Web interface that could be integrated to the develop-
ment carried out.

Once the whole corpus was labeled, the Linear
Combiner described in the section 3.3 was trained

1https://journals.plos.org/plosmedicine/
2https://www.tools4noobs.com/summarize/
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through a cross-validation of 10 parts, using in each
case 10 % of the documents to learn the criteria and
the 90 % remaining to test if the criterion found allows
to obtain the expected summary.

Since the value of the coefficients obtained through
the linear combiner depends on the random values with
which they are initialized, 40 independent runs were
made of each case and the results obtained were aver-
aged.

Before starting each one of the trainings, the values
of the metrics were linearly scaled between 0 and 1

Table 1 summarizes the results obtained after car-
rying out a cross-validation of 10 parts. The values
correspond to the average of 40 independent runs for
each threshold cut. Four variants of the linear combiner
were taken into account:

– CL-All: The linear combiner was trained using
the 21 metrics. This neuron is the one that re-
ceived the most information.

– CL-Corr: The Linear Combiner was trained us-
ing only the 14 metrics that presented a correla-
tion lower than 0.85. This threshold was estab-
lished empirically.

– CL-Pruned: For each partition the metric selec-
tion criteria was applied according to the degree
of participation indicated in section 3.3. With this
information, the entries corresponding to the un-
selected metrics of the combiner used in CL-All
were removed and applied to the set of corre-
sponding test sentences. Note that the evaluation
process of the linear combiner is made up of 40
independent runs of 10 parts each. In other words,
this selection process was carried out 400 times.

– CL-Sel + Train: This variant uses the same se-
lection as in CL-Pruned, but instead of using the
CL-All weights associated with the selected met-
rics, a new Linear Combiner was re-trained with
those inputs. The maximum number of iterations
used in the training was 200.

– CL-Selecc: The degrees of participation of all the
sentences of the corpus in each execution were
averaged, and a single selection of metrics was
made. With this information, a single linear com-
biner was trained. Then it was applied to all parti-
tions. This is the best solution. However, it is fea-
sible only in case of having the summary of all
the corpus. Therefore, it was only evaluated as a
benchmark.

Table 1 and figure 3 detail the performance of the
different variants of the linear combiner. It can be seen

Figure 3. Average hit validation rate obtained with the proposed
method during cross-validation.

that, except for the option CL-Pruned, the rest offers
similar results. Figure 4 shows the confidence inter-
vals corresponding to an ANOVA test performed with
a confidence level of 95%. Although the graphs corre-
spond to the 5 % cut, the results do not present variants
in the other options.

With respect to the selection of metrics, although it
is observed that it depends on the set of documents that
are considered in the training, a common core formed
by the metrics pos l, pos f, len w, len ch, tfisf, d cov j,
graph s, graph e and luhn deg is identified.

These metrics were present in the vast majority of
the resulting sets. Figure 5 illustrates the average de-
gree of participation of each metric, calculated ac-
cording to equation 6. Figure 6 shows the number of
times each metric was selected, considering each of the
10 partitions in the 40 runs. In each case, those with
higher than average degree of participation were se-
lected. The average number of metrics selected was 9,
i.e. less than 50% of the total number of metrics.

Table 2 shows that there is no significant difference
between the alternatives CL-All, CL-Corr, CL-Sel +
Train and CL-Selecc regarding the hit rate. However,
the number of metrics used in each case was 21, 14,
approximately 9 and 9, respectively. The solution of-
fered by CL-Pruned reaches the lowest performance,
although its average difference with respect to CL-All
is 0.0018. Considering that its use implies not having
to retrain the linear combiner before using it, since it
is a direct pruning of the CL-All tree, it is not a bad
option.
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Table 1
Average hit rate obtained with the proposed method during cross-
validation.

Cut
Used metrics

CL-All CL-Corr CL-Pruned CL-Sel+Train CL-Selecc

10% 0.9086±0.0038 0.9064±0.0022 0.9026±0.0105 0.9097±0.0022 0.9107±0.0015

15% 0.8751±0.0054 0.8729±0.0033 0.8669±0.0152 0.8768±0.0028 0.8784±0.0018

20% 0.8475±0.0068 0.8452±0.0041 0.8373±0.0194 0.8498±0.0033 0.8513±0.0021

25% 0.8267±0.0079 0.8249±0.0044 0.8150±0.0226 0.8290±0.0033 0.8304±0.0022

30% 0.8096±0.0088 0.8084±0.0053 0.7963±0.0258 0.8124±0.0037 0.8138±0.0022

35% 0.7978±0.0099 0.7960±0.0057 0.7829±0.0287 0.8011±0.0042 0.8030±0.0025

40% 0.7880±0.0103 0.7864±0.0058 0.7725±0.0301 0.7913±0.0042 0.7932±0.0024

Figure 4. 95% Confidence intervals corresponding to mean equality ANOVA test.

Figure 5. Degree of participation of each metric. Those with a higher than average value are selected (in this case average is 0.0476).

5. Conclusions and future research lines

We presented a technique that is able to learn the
user’s criteria to select the most representative sen-
tences of a document. In other words, we showed that
it is possible to make an extractive summary with

the most relevant parts according to a given criterion,
through a threshold.

Experimental results show that the proposed method
is effective. The combination of scoring methods with
a Linear Combiner allows identifying the user’s most
employed metrics at the time of summarizing.
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Figure 6. Total number of times each metric was selected considering each of the 10 partitions of the 40 executions. In each case, those with a
higher than average participation degree were selected (red).

Table 2
Result of ANOVA test, with p − value < 0.05. Non significant difference between average precision of two combiners in indicated by −.
Symbols4 (O) indicate that there are significant differences, meaning that the row combiner is better (worse) that the column combiner.

CL-Corr CL-Pruned CL-Sel+Train CL-Seleccion

CL-All 4 – – –
CL-Corr – O O O

CL-Pruned – – –
CL-Sel+Train – –

It is important to note that the summary’s quality
depends on the combination of the sentence scoring
methods that are used.

The performance comparison between the selected
metrics and the complete set of metrics gives almost
equal results in terms of identifying up to 20 % of the
most significant sentences according to the user’s cri-
teria. This allows to affirm that the selection made has
been correct.

In the future, it is proposed to scrutinize if there is a
relationship between the selected metrics and the type
of document or the theme. It could also be interesting
to analyze the importance of the language in which the
document is written, as well as the style used by the
author. Finally, these same tests will be repeated using
other markings for the documents, including not only
the new ones that can be generated automatically but
also other manually constructed ones.
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