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Abstract—Having strategies capable of automatically 

generating classification rules is highly useful in any 

decision-making process. In this article, we propose a method 

that can operate on nominal and numeric attributes to obtain 

fuzzy classification rules by combining a competitive neural 

network with an optimization technique based on variable 

population particle swarms. The fitness function that controls 

swarm movement uses a voting criterion that weights, in a 

fuzzy manner, numeric attribute participation. The efficiency 

and efficacy of this method are strongly conditioned by how 

membership functions to each of the fuzzy sets are established. 

In previous works, this was done by partitioning the range of 

each numeric attribute at equal-length intervals, centering a 

triangular function with appropriate overlap in each of them. 

In this case, an improvement to the fuzzy set generation 

process is proposed using the Fuzzy C-Means methods. The 

results obtained were compared to those yielded by the 

previous version using 11 databases from the UCI repository 

and three databases from the Ecuadorian financial system – 

one from a credit and savings cooperative and two from 

banks that grant productive and non-productive credits as 

well as microcredits. The results obtained were satisfactory. 

At the end of the article, our conclusions are discussed and 

future research lines are suggested. 

 

Index Terms—FRvarPSO (Fuzzy Rules variable Particle 

Swarm Optimization), fuzzy rules, classification rules, fuzzy 

C-means, data mining 
 

I. INTRODUCTION 

Data mining allows exploring large volumes of data with 

the purpose of extracting existing patterns or relations. The 

technique to be used in each case depends on the type of 

problem to be solved. When classifying available examples 

or cases, classification rules are usually one of the most 

widely used models. A classification rule is a conditional 

expression following an IF-THEN structure, where the 
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antecedent is a conjunction of conditions that allow 

identifying the reasons why an example is considered to 

belong to a given class [1]. In this article, linguistic 

variables have been used to express numeric attributes. 

This fuzzy representation increases rule coverage and 

allows applying it even if the example being classified does 

not fully meet the conditions included in the antecedent. 

Additionally, the lack of hard boundaries to analyze 

numeric variables helps understand the rule, resulting in a 

more intuitive use. The following is an example of a 

classification rule: 

IF “ability to pay = low” AND “delinquency = medium” 

AND “Requested amount = medium” THEN credit = “N” 

In this article, we propose generating the set of 

classification rules using the FRvarPSO (Fuzzy Rules 

variable Particle Swarm Optimization) method. This 

method was defined in [2] and can operate on both nominal 

and numeric attributes to obtain fuzzy classification rules. 

Its operation is based on combining a competitive neural 

network with a variable population particle swarm-based 

optimization technique. The fitness function that controls 

swarm movement uses a voting criterion that weights, in a 

fuzzy manner, numeric attribute participation. As a result 

of applying FRvarPSO, a set of fuzzy classification rules 

with low cardinality is obtained. These rules are typically 

easy to understand and are pretty accurate. 

The efficiency and efficacy of this method are strongly 

conditioned by how membership functions to each of the 

fuzzy sets are established. In previous works, this was done 

by partitioning the range of each numeric attribute at 

equal-length intervals, centering a triangular function with 

appropriate overlap in each of them [3].  

However, according to [4], to solve the issue of 

extracting knowledge, the linguistic labels and their fuzzy 

sets should be defined in collaboration with the expert, 

obtaining as a result a reduced granularity in attribute 

domains. Since consulting with an expert is not always 
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possible, we are proposing a method to improve the 

process for obtaining fuzzy sets using Fuzzy C-Means and 

then applying FRvarPSO to get the fuzzy rules.  

The remaining sections of this article are organized as 

follows: Section II describes some related articles, Section 

III details the method proposed, Section IV presents the 

results obtained, and Section V summarizes our 

conclusions and proposes some future lines of work. 

II. RELATED WORK 

In the literature, there are several works that combine a 

number of techniques for obtaining fuzzy rules. The 

difference between those articles and our work lies in the 

regions where the examples representing the fuzzy sets are 

found, the structure of the membership functions, and the 

techniques used to obtain the fuzzy rules.  

Among these articles, the authors in [5] use Fuzzy 

C-means (FCM) to establish fuzzy rules to estimate 

temperature, and combine it with learning functions to 

obtain good results. Similarly, the authors in [6] work with 

variations of FCM and consider it to be one of the most 

accurate and efficient algorithms to be used in clustering 

problems. In [7], a probabilistic neural network neuronal is 

combined and pattern neurons are selected based on the 

centroids obtained, also using the highest value of the 

membership functions for the fuzzy sets to activate pattern 

neurons. In [8], the FCM algorithm is used to establish the 

fuzzy sets in combination with genetic algorithms to obtain 

the rules, and then applying techniques for rule reduction, 

achieving good accuracy.  In [9], the authors focus on 

fuzzy rule weights to consider that they belong to the rule 

system, rather than establishing fuzzy sets. In [10], simple 

or equitable fuzzy partitions are used, combined with 

hybrid methods such as the Apriori algorithm and genetic 

algorithms, testing only on two databases from the UCI 

repository.  Later on, a different type of research work was 

carried out, such as the one discussed in [11], which use 

neuro-fuzzy systems where the membership function is 

obtained through a bell-shaped distribution. This method 

uses a fuzzification matrix where input patterns are 

associated to a degree of membership to different classes. 

Based on the degree of membership, a pattern would be 

attributed to a specific category or class. 

In [12], the multiple-input, single-output, non-linear 

fuzzy systems proposed by Takagy Sugeno [13], are used. 

Fuzzy sets are built by clustering, using the Fuzzy C-means 

algorithm. In other articles, authors highlight the 

importance of fuzzy clustering for fuzzy modeling 

[14]-[17], and suggest that new fuzzy models should be 

created using fuzzy classification rules, which is the 

foundation for our article.  

Other research works that have yielded excellent results 

are based on image clustering, obtaining robust models 

[18], [19]. In [20], the authors mention how hard it is, for 

traditional, non-supervised classification algorithms, to 

create an accurate classification model, and how using 

clustering with FCM allows effectively managing data 

defuzzification. The authors in [21] suggest that FCM 

should be used when the dataset at hand is hard to cluster, 

and that combining it with other algorithms such as 

K-means can improve model efficiency. 

In several types of applications, such as biology-related 

ones [22], hybrid clustering methods are also used, 

including FCM, which significantly increases accuracy 

compared to other methods that do not use FCM. Recent 

works such as the one discussed in [23] corroborate the fact 

that, even though FCM is used in fuzzy rule generation, 

especially to build the fuzzy sets formed by rule conditions, 

this does not contribute directly to system modeling, so 

variations are required. 

The reason why Fuzzy C-means is used in our work to 

obtain the fuzzy sets required to express the conditions 

involving numeric attributes is that an expert is not always 

available to collaborate. This technique, combined with 

FRvarPSO, not only allows obtaining fuzzy classification 

rules, but it also helps achieve a balance between rule 

accuracy and simplicity. 

III. METHODOLOGY 

A.  Fuzzy C-Means (FCM) 

Among data mining techniques, clustering algorithms 

are an essential tool when solving descriptive problems. 

They help gather examples with common characteristics to 

generate a model based on groups of similar elements 

based on a given metric. By analyzing and observing these 

groups, patterns or relations can be inferred and then used 

to describe them. 

In this article, the Fuzzy C-means (FCM) algorithm [24] 

will be used as clustering technique. As a result, a 

centroid-based model will be obtained, and functions will 

be used to measure the degree of membership of each 

example to each group. Thus, unlike partitive clustering 

methods, a single example may belong to more than one 

group or cluster, and will carry an associated degree of 

membership accordingly. Thus, the examples will partially 

belong to each of the groups, and fuzzy partitions will be 

created. 

Each cluster is considered as a fuzzy set.  One of the 

input parameters for the algorithm is the number of clusters 

C. Once it is applied, the centroids and the corresponding 

membership functions are defined. The following 

considerations should be taken into account: 

 The sum of the degrees of membership of the ith 

example to the different fuzzy sets is 1. 

 The degree of membership of the ith example in 

cluster, called μ_ij, must be between 0 and 1. 

The goal of the FCM algorithm is minimizing the 

following target function: 

N C
2

i i
i 1 j 1

J=  .   -  CXij


 

                 (1) 

where N is the number of examples, C is the number of 

clusters to build, Cj is the centroid of cluster j, ij is the 

degree of membership for the i
th

 example Xi. In cluster j 

and euclidean norm 
i jX C  responsible for measuring 

how close example Xi is to cluster j. 
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The degree of membership ij of example 
iX ,, to cluster 

j, is calculated as follows:  

2ij
m-1

1
       

i j
c
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j k

 - CX

 - CX

 



 
 
 


 
 
  

               (2) 

where m is considered to be the fuzzification coefficient. 

This value indicates how many clusters may be overlapped. 

As m increases, so will cluster overlap. 

Centroid Cj is obtained as follows: 

N

i 1

j N

i 1

.

C = 

m

jij

m

ij

X










                           (3) 

ij is in the interval [0, 1], so that: 

C

j 1

   1    
ij




                       (4) 

The Fuzzy C-means algorithm is used to generate the 

membership function of the fuzzy/linguistic variable to 

each of the fuzzy sets, without carrying out an equitable 

distribution of the fuzzy sets, or when there is no expert 

available to consult. For instance, the fuzzy variable 

“delinquency” is measured in “days”, a discourse universe 

(minimum value, maximum value), 3 clusters, with 

linguistic terms (low, medium, high), each of these terms 

being determined by a fuzzy set with a membership 

function. 

B.  Fuzzy Rules Variable Particle Swarm Optimization 

(FRvarPSO) 

The method (FRvarPSO) was defined in [2], [25], [26], 

and its goal is obtaining a set of low-cardinality 

classification rules that has an adequate accuracy level and 

is easy to interpret. To achieve this, two important aspects 

were considered – the first of these aspects in relation to the 

method's ability to operate with fuzzy attributes, and the 

second aspect in relation to the insertion of information 

based on degrees of membership, both for fitness function 

evaluation as well as for the search process using the 

optimization technique. It uses a variable size particle 

swarm, initialized through a competitive neural network 

and using linguistic variables to express the conditions 

related to numeric variables.  

The i
th

 particle in the population for the version that uses 

fuzzy attributes in FRvarPSO is represented as follows: 

     pBini = (pBini1, pBini2, …, pBinin) is a binary vector 

that stores the current position of the particle and 

indicates which are the items or conditions that 

form the antecedent of the rule according to PSO. 

     v1i = (v1i1, v1i2, …, v1in) and v2i = (v2i1, v2i2, …, 

v2in) are combined to determine the direction in 

which the particle will move. 

     pBestBini = (pBestBini1, pBestBini2, …, pBestBinin) 

stores the best solution found for the particle so far. 
     fitnessi is the fitness value for the individual. 
     fitness_pBesti is the fitness value for the best local 

solution found (pBestBini vector) 
     Li = (Li1, Li2, …, Lin) is a binary vector that indicates 

the possible values that each fuzzy variable can 

have. 
     Gpi = (Gpi1, Gpi2, …, Gpin) is a real values vector 

that stores the average degrees of membership 

corresponding to the examples that fulfill the rule 

for each value of the fuzzy attributes, each of which 

will be represented by three fuzzy sets obtained 

through the Fuzzy C-means algorithm. 

     v3i = (v3i1, v3i2, …, v3in) indicates the change 

direction for Li, with degree of membership Gpi. 

     pBestGpi = (pBestGpi1, pBestGpi2, …, pBestGpin) 

stores the best solution found by the particle for the 

degrees of membership corresponding to the 

linguistic variable. 

     sopBini = (sopBini1, sopBini2, …, sopBinin) 

indicates which are the items or conditions that 

form the antecedent of the rule that effectively 

represents the particle and whose fitness is in 

fitnessi.  

    TV is an integer that indicates the remaining life 

time for the particle. It is used only when working 

with variable population sizes. 

The movement of the i
th

 particle is controlled through a 

variation of PSO directed by velocity vectors v1i and v2i, 

with pBini being the result of applying the sigmoid function.  

The binary individual that selects the conditions included 

in the antecedent of the rule is expressed in sopBini, and it 

comes from pBini after removing all invalid solutions.  To 

decide the value with which each fuzzy variable will be 

able to participate in the condition, vector Gpi is added, 

with the average degrees of membership of each fuzzy 

variable in the different sets. This average is calculated by 

considering the degrees of membership for the examples 

that fulfill the antecedent of the rule when fitness is 

evaluated. This vector is the one used to modify velocity 

vector v3i.  Li is the result of applying the sigmoid function 

to v3i and, therefore, is a binary vector that indicates the 

possible values that each fuzzy variable can have if it is 

selected. 

The fitness function is defined as follows: 

Fitness  (support * confidence * factor1) - (factor2*

NumAttribs Antecedent) / MaxAttribs          


 (5) 

Factor1 is a penalization value for cases where the 

support is outside the ranges established in the algorithm. 

The second term in the fitness function reflects the 

importance given to the number of attributes included in 

the antecedent, factor2 being a constant.   
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Once the first rule has been obtained, the degree of 

membership for each of the examples that fulfill the 

conditions of rule Gp., is also obtained, where Gp., is the 

degree of membership of example i that fulfills the 

conditions of the rule, which is given by a t-norm that uses 

the minimum operator between the degrees of membership 

of the fuzzy attributes involved in the antecedent of the 

rule.  

Then, voting criterion CV is calculated, which is the 

average of all degrees of memberships for the examples 

that fulfill the rule, i.e., is given by: 

n

pi
i 1 CV    

n

G



                        (6) 

This voting criterio CV is used for fuzzy attribute 

selection, and is considered for calculating the movement 

of individuals by adding it directly to the corresponding 

velocity vector. This favors selecting the attributes with 

higher voting criterion values. This method is described in 

more detail in [2]. 

Algorithm 1 shows the pseudocode used. 

Algorithm 1: Pseudocode for Fuzzy 

C-Means and FRvarPSO 

For each numeric variable 

 Choose the number of clusters C 

 Choose the value of the m 

 Choose the similarity measure (use   

Euclidean distance) 

 Assign tolerance ε ≤ 0.01 

 Generate the matrix for the degrees of 

membership ijμ n a random manner 

While (The change in the position of the centers is 

greater than ε) 

 Calculate new centers using 

equation (3) 

 Update the matrix for the degrees 

of membership ijμ  following 

equation (2) 

End while 

Train the competitive neural network using the 

training examples 

Determine the minimum support for each class 

While (there are enough uncovered examples) 

Choose the class with the highest number of 

examples that have not been covered 

Build a population considering neural network 

centroids 

Evaluate the fitness value of each particle using 

equation (5) 

While the particle population does not reach a 

stable status  

Identify the best solution found so far 

For each particle 

Calculate the voting criterion (average 

degree of membership of the examples 

that meet the rule indicated by the 

particle) using equation (6) 

Calculate the speed and add it to the 

vote criterion mentioned above 

Obtain the new position for the 

particle by adding the speed 

mentioned above and limit as 

appropriate 

End for 

If using elitism, recover the best solution 

End while 

Obtain the best fuzzy rule for the population 

If the fuzzy rule meets support and confidence 

requirements, then  

Add the fuzzy rule to the fuzzy rule set 

Obtain the output value for the 

fuzzy rule, given by the degree of 

membership of the examples that 

fulfill the rule, using the 

corresponding t-norm. 

Remove from the input set those examples 

that are correctly covered  

Recalculate the minimum support for the 

class that has been considered 

End If 

End while 

IV. DATA AND RESULTS OBTAINED 

In this section, a performance comparison is described 

for the method proposed combining Fuzzy C-means and 

FRvarPSO, obtaining fuzzy classification rules that have 

fuzzy and/or nominal variables, based on combining 

clustering, competitive neural networks (LVQ) and 

variable population optimization techniques (varPSO).   

To verify the performance of this method, twelve 

databases from the UCI repository [27], one database from 

a credit and savings cooperative from the Ecuadorian 

financial system and two databases from two Ecuadorian 

banks – one that grants productive and non-productive 

consumption credits and one that grants microcredits – 

were used. Thirty separate instances were run for each 

method; the LVQ used consists of 30 neurons.   

Table I shows the results obtained for accuracy when 

applying four methods that are described [2], [25], [26], for 

the first case, an equitable distribution of the fuzzy sets was 

carried out, and in the second case, Fuzzy C-means was 

used for obtaining the fuzzy sets; the corresponding 

standard deviations are also listed. 

Table II shows the results obtained for Number of rules 

when applying four methods that are described [2], [25], 

[26], for the first case, an equitable distribution of the fuzzy 

sets was carried out, and in the second case, Fuzzy 

C-means was used for obtaining the fuzzy sets; the 

corresponding standard deviations are also listed. 

Table III shows the results compared accuracy and 

number of rules results for the database from the credit and 

savings cooperative in Ecuador, the Table IV shows 

comparative results for Accuracy and Number of Rules for 
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a database from a bank in Ecuador that grants microcredits 

and is specialized in mass credit placement, and the Table 

V shows Comparative results for Accuracy and Number of 

Rules for a bank that grants consumption and productive or 

business credits. 

TABLE I.  ACCURACY RESULTS, LISTING THE BEST SOLUTION OBTAINED WITH OTHER METHODS COMPARED TO FRVARPSO WITH EQUITABLE FUZZY 

SETS VS. FUZZY SETS WITH FUZZY C-MEANS, ALSO SHOWING THE CORRESPONDING STANDARD DEVIATION VALUES 

Data Set 
Best solution with other  

methods [2], [25], [26] 

FRvarPSO 

{25] 
FRvarPSO FCM 

Adult_data 
SOM+Fuzzy 

PSO FCM 

0.8501 

(0.0020) 

0.8118 

(0.0047) 

0.8326 

(0.0066) 

Balance_scale 
SOM + Fuzzy 

varPSO FCM 

0.7485 

(0.0152) 
 

0.7619 

(0.0015) 

0.7761 

(0.0020) 

Breast_w 
Fuzzy LVQ + 

PSO 

0.9544 

(0.0114) 
 

0.9565 

(0.0063) 

0.9682 

(0.0033) 

Credit_a 
SOM + Fuzzy 

varPSO FCM 

0.8838 

(0.0052) 
 

0.8689 

(0.0122) 

0.8738 

(0.0041) 

Credito_coop 
LVQ + Fuzzy 

PSO FCM 

0.7890 

(0.0035) 
 

0.7815 

(0.0041) 

0.7901 

(0.0092) 

Credit_g 
Fuzzy SOM + 

varPSO 

0.7697 

(0.0081) 
 

0.7592 

(0.0058) 

0.7677 

(0.0326) 

Credit_banco1 
LVQ + Fuzzy 

PSO FCM 

0.9811 

(0.0032) 
 

0.9551 

(0.0057) 

0.9872 

(0.0005) 

Credit_banco2 
LVQ + Fuzzy 

PSO FCM 

0.8410 

(0.0033) 
 

0.8423 

(0.0027) 

0.8488 

(0.0092) 

Diabetes 
LVQ + Fuzzy 

PSO FCM 

0.7402 

(0.0182) 
 

0.7442 

(0.0148) 

0.7494 

(0.0169) 

Drugte 
LVQ + Fuzzy 

PSO FCM 

0.8575 

(0.0172) 
 

0.8513 

(0.0195) 

0.8595 

(0.0204) 

Heart_c 
Fuzzy LVQ + 

PSO 

0.7983 

(0.0024) 
 

0.7866 

(0.0248) 

0.7933 

(0.0329) 

Heart_Statlog 
SOM + Fuzzy 

varPSO FCM 

0.7925 

(0.0125) 
 

0.7962 

(0.0236) 

0.8014 

(0.0254) 

Vinos 
LVQ + Fuzzy 

PSO FCM 

0.9005 

(0.0065) 
 

0.8944 

(0.0109) 

0.8999 

(0.0406) 

Zoo 
LVQ + Fuzzy 

PSO FCM 

0.9600 

(0.0099) 
 

0.9601 

(0.0023) 

0.9699 

(0.0045) 

TABLE II.  ACCURACY RESULTS, LISTING THE BEST SOLUTION OBTAINED WITH OTHER METHODS COMPARED TO FRVARPSO WITH EQUITABLE FUZZY 

SETS VS. FUZZY SETS WITH FUZZY C-MEANS, ALSO SHOWING THE CORRESPONDING STANDARD DEVIATION VALUES 

Data Set 
Best solution with other  

methods  [2], [25], [26] 

FRvarPSO 

{25] 
FRvarPSO FCM 

Adult_data 
Fuzzy SOM + 

varPSO 

2.3466 

(0.2828) 
 

3.0106 

(0.2267) 

2.2366 

(0.2580) 

Balance_scale 
SOM + Fuzzy 

varPSO FCM 

7.3300 

(0.2141) 
 

8.1523 

(0.5794) 

7.1200 

(0.2017) 

Breast_w 
SOM + Fuzzy 

varPSO FCM 

2.3500 

(0.1670) 
 

2.3256 

(0.1567) 

2.4311 

(0.1400) 

Credit_a 
SOM + Fuzzy 

varPSO FCM 

2.9800 

(0.0010) 
 

3.0000 

(0.0005) 

2.8055 

(0.0022) 

Credito_coop 
LVQ + Fuzzy 

PSO FCM 

5.7600 

(0.1453) 
 

5.7321 

(0.1357) 

5.4081 

(0.1275) 

Credit_g 
SOM + Fuzzy 

PSO FCM 

7.5401 

(0.0115) 
 

8.2120 

(0.0564) 

7.9602 

(0.0206) 

Credit_banco1 
SOM + Fuzzy 

varPSO FCM 

6.6220 

(0.2811) 
 

6.9086 

(0.2011) 

6.5901 

(0.1723) 

Credit_banco2 
SOM + Fuzzy 

PSO FCM 

6.4911 

(0.1712) 
 

6.8716 

(0.3018) 

6.3102 

(0.2872) 

Diabetes 
SOM + Fuzzy 

varPSO FCM 

4.1732 

(0.1484) 
 

4.1371 

(0.1647) 

4.1020 

(0.1523) 

Drugte 
LVQ + Fuzzy 

PSO FCM 

7.5300 

(0.1525) 
 

7.2002 

(0.3466) 

7.0501 

(0.1250) 

Heart_c 
LVQ + Fuzzy 

PSO FCM 

3.400 

(0.0221) 
 

3.5908 

(0.0129) 

3.2300 

(0.0132) 

Heart_Statlog 
LVQ + Fuzzy 

PSO FCM 

3.4289 

(0.0121) 
 

3.3468 

(0.0316) 

3.1295 

(0.0124) 

Vinos 
LVQ + Fuzzy 

PSO FCM 

4.2200 

(0.0105) 
 

4.1144 

(0.0481) 

4.0009 

(0.0327) 

Zoo 
LVQ + Fuzzy 

PSO FCM 

6.7002 

(0.0098) 
 

6.5422 

(0.0156) 

6.3107 

(0.0107) 
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TABLE III.  COMPARED ACCURACY AND NUMBER OF RULES RESULTS FOR THE DATABASE FROM THE CREDIT AND SAVINGS COOPERATIVE IN ECUADOR, 
USING EQUITABLE DISTRIBUTION FOR FUZZY SETS, FUZZY-C MEANS, AND EXPERT CRITERION 

Method 
Prediction 

Type Rejected Granted Accuracy # of rules 

FRvarPSO 

Equitable Sets 

Rejected  0.6120 

±0.0034 

0.0865 

±0.0030 0.7815 5,7321 

Granted 0.1319 

±0.0027 

0.1695 

±0.0022 ±0.0041 ±0.1357 

FRvarPSO 

FCM 

Rejected  0.6196 

±0.0035 

0.0857 

±0.0022 0.7901 5.4081 

Granted 0.1241 

±0.0039 

0.1705 

±0.0027 ±0.0092 ±0.1275 

FRvarPSO 

Expert 

Rejected  0.6499 

±0.0021 

0.1145 

±0.0017 

 

0.7988 5.2990 

Granted 0.0867 

±0.0016 

0.1489 

±0.0028 ±0.0029 ±0.1907 

TABLE IV.  COMPARATIVE RESULTS FOR ACCURACY AND NUMBER OF RULES FOR A DATABASE FROM A BANK IN ECUADOR THAT GRANTS 

MICROCREDITS, USING EQUITABLE DISTRIBUTION FOR FUZZY SETS, FUZZY C-MEANS, AND EXPERT CRITERION 

Method 
Prediction 

Type Rejected Granted Accuracy # of rules 

FRvarPSO 

Equitable Sets 

Rejected  0.8623 

±0.0029 

0.0376 

±0.0017 0.9551 6.9086 

Granted 0.0072 

±0.0019 

0.0928 

±0.0022 ±0.0057 ±0.2011 

FRvarPSO 

FCM 

Rejected  0.8831 

±0.0038 

0.0071 

±0.0041 0.9872 6.5901 

Granted 0.0056 

±0.0029 

0.1041 

±0.0045 ±0.0005 ±0.1723 

FRvarPSO 

Expert 

Rejected  0.9037 

±0.0023 

0.0089 

±0.0024 

 

0.9880 6.3972 

Granted 0.0031 

±0.0027 

0.0843 

±0.0029 ±0.0026 ±0.1915 

TABLE V.  COMPARATIVE RESULTS FOR ACCURACY AND NUMBER OF RULES FOR A BANK THAT GRANTS CONSUMPTION AND PRODUCTIVE OR 

BUSINESS CREDITS, USING EQUITABLE DISTRIBUTION FOR FUZZY SETS, FUZZY C-MEANS, AND EXPERT CRITERION 

Method 
Prediction 

Type Rejected Granted Accuracy # of rules 

FRvarPSO 

Equitable Sets 

Rejected  0.6728 

±0.0022 

0.0981 

±0.0017 0.8423 6.8716 

Granted 0.0595 

±0.0019 

0.1695 

±0.0020 ±0.0027 ±0.3018 

FRvarPSO 

FCM 

Rejected  0.6818 

±0.0029 

0.0807 

±0.0041 0.8488 6.3102 

Granted 0.0704 

±0.0032 

0.1670 

±0.0037 ±0.0092 ±0.2872 

FRvarPSO 

Expert 

Rejected  0.6627 

±0.0034 

0.0830 

±0.0028 

 

0.8501 5.9901 

Granted 0.0669 

±0.0030 

0.1874 

±0.0022 ±0.0033 ±0.3112 

 

 

Figure 1. Accuracy results obtained with the best accuracy for each of the databases analyzed. 
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Figure 2. Number of rules results obtained with the lowest number of rules for each of the databases analyzed. 

Fig. 1 shows Accuracy results obtained with the best 

accuracy for each of the databases analyzed, and the Fig. 2 

number of Rules results obtained with the lowest number 

of rules for each of the databases analyzed, where you can 

see how FRvarPSO FCM gives excellent results. 

V. CONCLUSIONS AND FUTURE WORK 

We have presented the FRvarPSO method, which uses a 

neural network with LVQ supervised learning and a 

variable population metaheuristic technique varPSO, 

applying a voting criterion for particle movement, 

obtaining fuzzy and/or nominal attributes in the antecedent 

of the rule used to generate the fuzzy rules.  In the first case, 

to establish the degree of membership of each variable to 

the fuzzy sets, equitable distribution was used to identify 

fuzzy sets when obtaining the fuzzy variables, considering 

uniform fuzzy partitions with the same number of labels for 

each variable. In the second case, the Fuzzy C-means 

algorithm was used with 3 clusters, each of them 

representing a fuzzy set. 

Measurements show that using hybrid algorithms such 

as Fuzzy C-means and FRvarPSO allows improving 

accuracy and obtaining a simpler model with less rules, 

while achieving a better interpretation ability by the user, 

with no need to resort to an expert. 

In the future, a larger number of clusters should be 

considered for establishing the degree of membership for 

input variables, as well as considering variations in the 

FCM algorithm to work with inaccurate data. Other 

variations can also be considered, such as establishing the 

consequent of the rule as a fuzzy variable, using the voting 

criterion, which can provide a degree of certainty in the 

result obtained, with the corresponding decrease in risk 

when making a decision. 
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