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Abstract 

In the present paper, the flower pollination algorithm (FPA) is employed for tuning the controller 

parameters of a Doubly Fed Induction Generator (DFIG) in a wind energy system. These parameters 

are then compared with those generated by the genetic algorithm (GA) and the proportional integral PI 

(initial design) controllers. Performance analysis of the DFIG is carried out in dynamic mode in two 

case studies. The first case study is carried out with no failure, the second one is subject to a short 

circuit in the electrical network. In this latter case study, a break occurs in the rotor circuit and 

disconnects the DFIG from the power grid. This gives rise to an excessive current in the rotor circuit 

which in turn influences the converters AC/DC/AC and makes the IGBT very sensitive. The genetic 

algorithm (GA) and the flower pollination algorithm (FPA) are used to tune the PI controllers with the 

purpose of improving the quality of a power supply should electrical disturbances occur. 

The results show that by applying an optimal PI controller design to a Doubly Fed Induction Generator 

(DFIG) using the FPA the performance of the DFIG system can be improved in the event of 

disturbances. When the PI controller tuning using the genetic algorithm (GA) and the initial control 

system design is compared with the DFIG using the optimized design, a significant decrease in the 

overshoot of the rotor current and the DC-link voltage is observed. 
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Highlights  

 A novel flower pollination algorithm (FPA) is developed for a DFIG-based wind power system. 

  The overshoot rotor current and voltage of DFIG are significantly reduced when using the FPA-PI 

controller.  

 The FPA-PI shows better control capacity than the GA-PI and PI initial design. 

 The flower pollination algorithm is effectively used to solve technical faults on Kabaertan farm.  
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List of Abbreviations 

 

ABC Artificial Bee Colony Algorithm 

AGC Automatic generation Control 

BESS Battery Energy Storage System 

DFIG Doubly Fed Induction Generator System 

FPA Flower Pollination Algorithm 

IGBT Insulated-Gate Bipolar Transistor 

GA Genetic Algorithm 

GSC Grid Side Converter 

MPPT Maximum Power Tracking 

PV Photovoltaic 

RSC Rotor side converter 

SMES Superconducting Magnetic Energy Storage  

VFC Variable Frequency Converter  

VSWT Variable Speed Wind Turbine 

 

List of Symbols 

Latin symbols 

C   Capacitance in DC link      [F] 

F   Nominal frequency      [Hz] 

H୥   Generator inertia constant     [s] 

H୲    Turbine inertia       [KM2] 

Iୢ, I୯, I஑, Iஒ   2-axis currents       [A] 

I୥ୡ   Current through grid aside converter    [A] 

I୯୥ୡ_୰ୣ୤ , Iୢ୥ୡ_୰ୣ୤  2-axis currents references on grid side converter   [A] 

I୰, Iୱ    Currents through rotor  and stator    [A] 

g∗    Actual best solution found among all solutions at the present iteration [-] 

Kp୥ୡ, Ki୥ୡ  GSC current regulator parameters    [-] 
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Kp୰ୡ, Ki୰ୡ   RSC current regulator gains     [-] 

Kp୮, Ki୮  Power regulator parameters     [-] 

Kp୚, Ki୚   Voltage regulator parameters     [-] 

Kp୚ୢୡ, Ki୚ୢୡ  DC bus voltage regulator parameters    [-] 

L(λ)   Levy flight-based step size     [-] 

L୫   Mutual inductance      [H] 

L୰   Self-inductance of rotor      [H] 

P   Active power       [W] 

Pୈେ   Instant active power into DC link    [W] 

P୰   Active power of the rotor side converter    [W] 

P୰ୣ୤   Reference active power      [W] 

Q   Reactive power       [VAR] 

Rୱ   Resistance of the stator      [Ohm] 

s   Slip of the rotor       [-] 

S୬   Nominal apparent power     [VA] 

tୣ    Electromagnetic torque      [Nm] 

t୫   Wind turbine torque      [Nm] 

tୱ   Shaft torque       [Nm] 

t଴
ᇱ    Time constant of rotor circuit     [-] 

U୯
ᇱ  , Uୢ

ᇱ    2-axis voltages transient reactance    [V] 

Vୟ, Vୠ, Vୡ  3-phase voltages      [V] 

Vୢ, V୯, V஑, Vஒ  2-axis voltages       [V] 

Vୈେ   DC link capacitor voltage     [V] 

Vୈେ౨౛౜
   Reference voltage of DC Link     [V] 

V୥ୡ    Grid side converter voltage     [V] 

V୰    Terminal voltage of rotor     [V] 

Vୱ    Terminal voltage of stator     [V] 

Vୱ_୰ୣ୤    Terminal voltage of stator reference    [V] 

xi
t    Solution vector x of pollen i at iteration t   [-] 

xj
t and xk

t   Solution vectors for pollen j and pollen k at iteration t  [-] 
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Xୱ   Reactance of the stator      [Ohm] 

Xୱ
ᇱ    Transient reactance of stator     [Ohm] 

X୘୥ୡ    Reactance of fed-back transformer    [Ohm] 

yଵ, yଶ, yଷ, yସ, yହ, y଺, y଻ Intermediate variables      [-] 

 

Greek symbols 

𝛼   Pitch angle       [Deg] 

𝛼௥௘௙   Reference pitch angle      [Deg] 

Ө௦   Twist angle of shaft      [Rad] 

𝛾   Scaling factor       [-] 

𝛥𝑉   Voltage error when disturbance occurs    [V] 

𝛥𝑃   Power error when disturbance occurs    [V] 

𝛥𝐼௥௖    Rotor current error when disturbance occurs   [V] 

𝛥𝐼௚௖     Grid current error when disturbance occurs   [V] 

𝛥𝑉ௗ௖    DC bus voltage error when disturbance occurs   [V] 

λ1, λ2, λ3, λ4, λ5 Selected weighting factors     [-] 

𝜑    Angular position      [Rad] 

Γ(λ)   Standard gamma function     [-] 

𝛺௦    Angular synchronous speed     [Rad] 

𝛺௧    Angular speed of turbine     [Rad] 
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1. Introduction  

The use of renewable energies is inevitable to meet the growing demand for energy for all humanity. 

This is based on a real fear of climate change, depletion of fossil fuels and the instability of the oil 

market. Among the cleanest energy sources, wind power is one of the most popular renewable energy 

technologies for the following reasons. Wind power is actually the fastest growing energy source and 

is abundant in most parts of the world. It boasts low total air pollution, and no carbon dioxide 

emissions. Therefore, wind energy could be viewed as one of the best alternatives for use in generating 

electricity from renewable energy sources. Nevertheless, wind energy also presents some drawbacks, 

such as intermittency, variability and uncertainty, which are technological issues that need to be 

seriously addressed. In the power generation industry, wind power is among the most promising 

source for electricity generation. Indeed, today, of all the renewable energy sources, wind power is the 

world's fastest growing. The contribution of wind power to energy production is expected to reach 

30% by 2050, and will correspond to an annual generation capacity of around 22 000 TWh [1]. 

It is widely reported in the literature that the variable-speed wind turbine (VSWT) with a doubly-fed 

induction generator (DFIG) is a promising system for wind power generation. It has the capacity to 

efficiently supply electrical energy. In this case, the stator of the induction generator is directly 

connected to the network, but the rotor terminal is connected to the transformer and the network 

through the AC/DC/AC variable frequency converter (VFC). It is worthy of note that the DFIG system 

offers several advantages. It is able to control the active and reactive power generator, produce energy 

expeditiously, improve power quality, and address dynamic disturbances such as voltage drop and 

short circuit issues. The VFC and IGBT switches encountered in DFIG systems are highly sensitive, 

particularly during transient disruptions in the network. The behaviour of the VFC converter is directly 

dependent on the performance of the DFIG system. In addition, the Rotor Side Converter (RSC) may 

get blocked when the VFC trip protects the DFIG rotor circuit from receiving excessive current. In 

such a case, the DFIG becomes independent of the power system. The electricity supply to consumers 

must be sufficient in quantity and of good quality. For this, a correctly designed controller is required 

in order to stabilize the power system and secure a reliable source of energy. Several investigations 

focused on advanced techniques applied in non-linear control of power systems are reported in the 

literature. Mahvash et al. [2], Makhloufi et al. [3] investigated the performances of three powerful 

metaheuristic algorithms, namely the cuckoo search algorithm (CSA), the firefly algorithm (FFA), and 

the flower pollination algorithm (FPA). The authors concluded that CSA algorithm was a suitable tool 

to optimize the Adrar power flow system in term of iterations and computational time. Ahmed et al. 

[4] reported on the importance of optimizing the gain and time constants in a lead-and-lag controller 

using three optimization algorithms: the particle swarm optimization (PSO) algorithm, the genetic 

algorithm (GA), and the flower pollination algorithm (FPA) [4]. The results showed that the FPA 

algorithm showed the highest appropriate value [(−2.3725 x 106)] as the GA algorithm showed a value 
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of [(−2.3813 x 106)] and the PSO algorithm [(−2.3796 x 106)]. Non-linear time domain simulation and 

quantitative analysis showed that the FPA algorithm was better in optimizing the control parameters 

for a lead-lag controller in a DFIG-based wind power system. Qu et al. [5] investigated the potential 

application of a novel multi-objective optimization algorithm to optimize the forecasting approach of 

wind-speed. In this case, a new hybrid flower pollination algorithm and a bat search algorithm were 

proposed to search for the optimal weight coefficients. Abdelaziz et al. [6] used the FPA algorithm to 

solve the economic load dispatch (ELD) and combined economic emission dispatch (CEED) problems 

encountered in electrical power systems. The results obtained with the FPA algorithm proposed, were 

then compared with those of other optimization algorithms used for various power systems. The 

authors concluded that the FPA proposed outlasts other techniques, even in the case of large scale 

power systems, in terms of total cost and computational time with respect to valve point effects. The 

control techniques taken into consideration, have a complex structure and a higher stability. The PI 

controller is the most popular controller used in control techniques for power systems and is used in 

wind turbines because of its simple structure ]7[ . It is worthy of note that tuning PI controllers in 

highly complex nonlinear systems is very complicated and hard to achieve, however, this may be 

overcome by applying intelligent computing to determine the PI controller parameters. A large variety 

of algorithms were applied in different power generation systems to determine the optimal value of a 

system . Indeed, the computational method called the PSO algorithm, was employed in tuning and 

optimizing the parameters of a PI controller on a doubly fed induction generator (DFIG) system [8]. 

The CSA algorithm was used for tuning the PID controller parameters in a self-excited induction 

generator (SEIG) [9], and the ABC algorithm was employed in a multi-area power system with 

multiple interconnected generators [10]. The Differential Evolution (DE) algorithm was used for 

tuning the PI controller parameters on a doubly fed induction generator (DFIG) [11]. 

Among the different types of algorithms developed, the population-based search algorithm, which uses 

recombination and selection methods to obtain the optimum parameter value of the PI controller, is of 

great interest for the application investigated in the present paper. This approach, introduced initially 

by Yang et al. [12] in 2013, was called the flower pollination algorithm (FPA). The authors reported in 

depth on the main challenges associated with these metaheuristic algorithms. The FPA algorithm was 

widely used in recent investigations and showed promising results. It was applied in the load 

frequency control of multi-area interconnected power systems with nonlinearities [13] to optimize the 

PID controller for Wind-PV-SMES-BESS-Diesel Autonomous Hybrid Power Systems [14]. The FPA 

algorithm was also employed for the optimization of controllers in a DFIG system. In the present 

work, the flower pollination algorithm (FPA) is used for the first time to establish the optimal 

parameters of multiple PI controllers on a rotor side converter (RSC) of a DFIG system to improve 

system performance when a failure or interruption occurs. The performance of an optimized PI 

controller is assessed using the Integral Time Absolute Error (ITAE). A number of simulations were 
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performed at normal working conditions and at fault conditions in order to test the performance of the 

control system in both circumstances. Afterwards, the results of the simulations carried out with the PI 

initial design controller were compared with those obtained with the PI-based GA controller and the 

PI-based FPA controller, and reported by Hanan et al. [15] and Zemmit et al. [16]. 

Mohammadi et al. [17] carried out a performance evaluation of wind turbines (WTs) during faults to 

check system stability, protection, and lifetime. The effects of short circuit faults on the electrical and 

mechanical parts of fixed-speed WTs were investigated. The authors reported that short circuit faults 

not only have severe effects on the electrical parts of the WTs, but that they can also generate 

vibrations on the mechanical parts such as the blades and the tower that can reduce their lifetime. 

In this paper, the flower pollination algorithm (FPA) is used for tuning the controller parameters of a 

Doubly Fed Induction Generator (DFIG) on wind farms. The investigation is carried out in dynamic 

mode in two case studies. The first case study not subject to a failure, but the second one undergoes a 

short circuit in the electrical network. In this latter case study, a break occurs in the rotor circuit and 

disconnects the DFIG from the power grid. This gives rise to an excessive current in the rotor circuit 

that influences the converters AC/DC/AC and makes the IGBT very sensitive. The approach 

developed is applied in a real case study, namely the Kabertan wind farm located in the south of 

Algeria. 

 

2. Description of the Kabertan wind farm 

The wind farm used in the present paper is located near a Sonelgaz electrical post in Kabertan, located 

73 km north of the city of Adrar in southwestern Algeria. The altitude of the site is 260 m and its 

geographical coordinates are Latitude: 28°27'7.44”N and Longitude: 0°02'59.08”W. The decisive 

factor in the choice of a site for wind farms is the wind speed. In Kabertan, an average wind speed of 

6, 62 m/s was recorded for the period of 2008-2013. The wind farm installed in Kabertan was the first 

important installation for wind power generation in Algeria. It consists of 12 wind turbines with 

doubly fed induction generators supplied by the manufacturer Gamesa. The nominal power production 

of the wind farm is 10.2 MW with an annual production of 27 GW/h. Table 1 summarizes the main 

specifications of the wind farm. 
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Table 1. Main specifications of the Kabertan wind turbine. 

Designation Characteristic 

Wind turbines 12 type Gamesa G52 

Blades Turbine 3/26 m long 

Mast height 55 m 

Power Unit 850 kW 

Energy evacuation Kabertene 30/220 kV substation 

Annual energy produced 27 GWh 

CO2 avoided / year 5800 tonnes 

 

3. Algorithms and methodology 

3.1. Modeling of wind farm and Systems 

Wind power generation refers to the technology that employs wind turbines to convert the wind’s 

kinetic energy into electric power. The system used in this study is a doubly fed induction generator 

(DFIG) wind turbine used on the Kabertan wind farm. The wind farm production is connected to the 

30/220 kV Kabertan Injector via two underground cables which link the substation with MV 

distribution cells of 30 kV. The cells use the transformer distribution system to export the power to a 

220 kV network, as shown in Figure 1. 

 

 

Figure 1. Scheme of the 10.2 MW wind farm connected to the distribution network. 
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The wind farm in question consists of 12 doubly fed induction generator (DFIG) based wind turbines. 

Each wind turbine has a power output of 850 kW with a nominal voltage of 690 V. Table 2 

summarizes the data parameters of the wind turbine DFIG. 

Table 2. WT-DFIG data parameters. 

WT-DFIG Data 

Nominal power P (KW) 

voltage U (V) 

Nominal apparent power 𝑆௡ (KVA) 

frequency F (Hz) 

pair of poles 

Stator resistance 𝑅௦  (Ohm) 

Stator leakage reactance 𝐿௦  (H) 

Rotor resistance 𝑅௦ (Ohm) 

self-inductance of rotor 𝐿௥  (H) 

mutual inductance 𝐿௠ (H) 

Generator inertia Constant 𝐻௚(s) 

Turbine inertia 𝐻௧ 

Nominal DC voltage (V) 

DC-link capacitance C (F) 

Pitch controller gain 

Pitch angle (Deg) 

850 

690 

890 

50 

2 

0.0033 

0.0064 

0.0028 

0.0065 

0.0064 

5.04 

4.17 

1200 

0.06 

120 

-5° to 90° 

 

The Kabertan wind farm has been exploited since July 2014. This wind farm suffers certain technical 

problems like short circuit faults. The present paper considers the configuration of the Kabertan wind 

farm in order to propose technical solutions to these problems. Figure 2 shows the electrical layout of 

this wind farm. The wind turbines consist of a DFIG generator from a wound rotor induction generator 

and a PWM conversion based on IGBT-AC/DC/AC. 
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Figure 2. Electrical layout of the Kaberten wind farm (12ൈ850 kW). 

 

3.2. Wind Energy conversion  

The AC/DC/AC converter includes two essential components, namely the rotor-side converter (RSC) 

and the grid-side converter (GSC). These two components are Voltage-Sourced Converters using 

forced-commutated power electronic devices, such as the Insulated-Gate Bipolar Transistors (IGBTs), 

and generate an AC voltage from a DC voltage (VDC) generator. A capacitor connected to the DC 

part operates as the DC voltage (VDC) source. In addition, the GSC is connected to the grid by means 

of a coupling inductor L. Similarly, the stator of the induction generator is directly connected to the 

grid (network), but the rotor terminal is connected to the network through the AC/DC/AC variable 

frequency converter (VFC). The power caught by the wind turbine is converted by the induction 

generator into electrical power, which is then transmitted to the grid through the windings of the stator 

and rotor. The control system supplies the blade pitch angle command, the voltage command signals 
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Vr and Vgc for RSC and GSC respectively in order to control the power of the wind turbine, the DC 

bus voltage and the voltage at the grid terminals, as shown in Figure 3. 

 

 

Figure 3. Wind turbine with the doubly fed induction generator system. 

 

3.2.1 Modeling of drive train 

The mechanism of the two-mass drivetrain model is considered. The differential equations describing 

the dynamics of the system may be expressed as: 

𝑑𝛺𝑡 

𝑑𝑡
ൌ

1
2𝐻𝑡

ሺ𝑡𝑚 െ 𝑡𝑠ሻ                                                                                                   ሺ1ሻ 

𝑑Ө𝑠

𝑑𝑡
ൌ 𝛺𝑡 െ ሺ1 െ 𝑠ሻ𝛺𝑠                                                                                                 ሺ2ሻ 

𝑑𝑠
𝑑𝑡

ൌ
െ1

2𝐻𝑔𝛺𝑠 
ሺ𝑡𝑒 ൅ 𝑡𝑠ሻ                                                                                                  ሺ3ሻ  
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Where; 

𝛺௦ is angular synchronous speed, 𝛺௧ is angular speed of turbine, 𝐻௧ is turbine inertia, 𝑡௦ is shaft torque, 

𝑡௠ is wind turbine torque, 𝐻௚ is generator inertia, Ө௦ is twist angle of shaft, 𝑠 is slip of the rotor, 𝑡௘ is 

electromagnetic torque. 

 

3.2.2 Modeling of pitch control 

The pitch angle of the turbine is adjusted, at high wind speeds, by the pitch controller for the purpose 

of controlling the power ]18[ . The pitch angle reference is set to zero when the wind speed values are 

less than the rated wind speed. Figure 4 depicts the pitch controller block diagram. 

 

 

 

Figure 4. Block diagram of pitch controller. 

 

Equation (4) is used to model the pitch control: 

𝑑𝛼
𝑑𝑡

ൌ
1
𝑡𝛼

൫𝛼𝑟𝑒𝑓 െ 𝛼൯                                                                                                       ሺ4ሻ 

Where; 

𝛼𝑟𝑒𝑓  is the reference pitch angle, 𝛼 is pitch angle 

 

3.2.3 Modeling of doubly fed induction generator (DFIG) 

Equations (5 - 14) are the dynamic equations that represent the induction generator in the d–q 

reference frame. 

Stationary abc reference to stationary αβ: 

Voltages: 

𝑉𝛼 ൌ √3𝑉𝑎𝑏 ൅ √3
2ൗ 𝑉𝑏𝑐                                                                           (5) 

𝑉𝛽 ൌ 3
2ൗ 𝑉𝑏𝑐                                                                                                      (6) 
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Currents: 

𝐼𝛼 ൌ 3
2ൗ 𝐼𝑎,                                                                                                        (7) 

 𝐼𝛽 ൌ √3
2ൗ 𝑉𝑏𝑐(𝐼𝑏 െ 𝐼𝑐ሻ                                                                                      (8) 

Stationary αβ reference to rotating dq: 

Voltages and currents: 

𝑉𝑑 ൌ 𝑉𝛼𝑐𝑜𝑠𝜑 െ 𝑉𝛽𝑠𝑖𝑛𝜑                                                                                     (9) 

𝑉𝑞 ൌ 𝑉𝛽𝑐𝑜𝑠𝜑 െ 𝑉𝛼𝑠𝑖𝑛𝜑                                                                                    (10) 

where 𝜑 is the angular position of the dq reference frame. 

In order to have the same amplitude as the phase quantities, the dq variables are scaled as follows: 

Delta connection 

𝑉𝑑 ൌ
2𝑉𝑑

3√2
, 𝑉𝑞 ൌ

2𝑉𝑞

3√2
, 𝐼𝑑 ൌ

2𝐼𝑑

3√6
, 𝐼𝑞 ൌ

2𝐼𝑞

3√6
 

Star connection 

𝑉𝑑 ൌ
2𝑉𝑑

3√6
, 𝑉𝑞 ൌ

2𝑉𝑞

3√6
, 𝐼𝑑 ൌ

2𝐼𝑑

3√2
, 𝐼𝑞 ൌ

2𝐼𝑞

3√2
 

 

𝑑𝑈𝑑
′

𝑑𝑡
ൌ 𝑠𝛺𝑠 𝑈𝑞

ˊ െ 𝛺𝑠 
𝐿𝑚

𝐿𝑟
𝑉𝑞𝑟 െ

1

𝑡0
′

ቂ𝑈𝑑
′ ൅ ቀ𝑋𝑠 െ 𝑋𝑠

′ ቁ 𝐼𝑞𝑠ቃ                                      ሺ11ሻ 

𝑑𝑈𝑞
′

𝑑𝑡
ൌ െ𝑠𝛺𝑠 𝑈𝑑

ˊ െ 𝛺𝑠 
𝐿𝑚

𝐿𝑟
𝑉𝑑𝑟 െ

1

𝑡0
′

ቂ𝑈𝑞
′ ൅ ቀ𝑋𝑠 െ 𝑋𝑠

′ ቁ 𝐼𝑑𝑠ቃ                                   ሺ12ሻ 

 
𝑑𝐼ௗ௦

𝑑𝑡
ൌ

𝛺௦ 

𝑋௦
ᇱ ൥𝑉ௗ௦ െ ൭𝑅௦ ൅

1
𝛺௦ 𝑡଴

ᇱ ሺ𝑋௦ െ 𝑋௦
ᇱሻ൱ 𝐼ௗ௦ െ ሺ1 െ 𝑠ሻ𝑈௤

ˊ െ 𝛺௦ 
𝐿௠

𝐿௥
𝑉ௗ௥൩ 

 ൅  
1

𝑋௦
ᇱ𝑡଴

ᇱ 𝑈௤
ᇱ ൅  𝛺௦ 𝐼௤௦                                                                                                  ሺ13ሻ  

𝑑𝐼𝑞𝑠

𝑑𝑡
ൌ

𝛺𝑠 

𝑋𝑠
′

቎𝑉𝑞𝑠 െ ቌ𝑅𝑠 ൅
1

𝛺𝑠 𝑡0
′

ቀ𝑋𝑠 െ 𝑋𝑠
′ ቁቍ 𝑖𝑞𝑠 െ ሺ1 െ 𝑠ሻ𝑈𝑑

ˊ െ 𝛺𝑠 
𝐿𝑚

𝐿𝑟
𝑉𝑞𝑟቏ 

െ 
1

𝑋௦
ᇱ𝑡଴

ᇱ 𝑈ௗ
ᇱ െ   𝛺௦ 𝐼ௗ௦                                                                                                    ሺ14ሻ 

where; 

𝑈௤
ᇱ   is the voltage transient reactance on q-axis,  𝑈ௗ

ᇱ  the voltage transient reactance on d-axis, 𝐿௥ the 

rotor self-inductance, 𝑖௦ is the current through stator, 𝑡଴
ᇱ  the time constant of the rotor circuit, 𝐿௠ the 
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mutual inductance, 𝑉௥ the rotor terminal voltage, 𝑉௦ is the stator terminal voltage,  𝑅௦ the stator 

resistance, 𝑋𝑠
′  is the transient reactance of stator, 𝑋𝑠

′  the stator transient reactance, and  𝑋𝑠  the stator 

reactance. 

 

3.2.4 Modeling of rotor side converter (RSC) 

Figure 5 explicitly shows that the aim of the rotor side converter (RSC) is to regulate the terminal 

voltage (𝑉௦) and output active power (P) by using 𝐼௤௥ and  𝐼ௗ௥currents. The active power and terminal 

voltage can be controlled by means of nested PI controllers using intermediate variables. Then, the 

active power reference 𝑃௥௘௙ is obtained using a technique of maximum power tracking [19-21] and 

then compared with the actual value. The resulting error is then sent to the PI controller, which 

produces the reference current 𝐼ௗ௥_௥௘௙. Likewise, the reference current 𝐼௤௥_௥௘௙ is generated following a 

similar procedure. 

 

Figure 5. Rotor side converter control system. 

 

Figure 5 illustrates the control mechanism of the rotor side controller. Subsequently, the current 

mentioned above are compared with actual currents, and the resulting errors are sent to the PI 

controllers. 

 

𝑑𝑦1
𝑑𝑡

ൌ 𝑉𝑠_𝑟𝑒𝑓 െ 𝑉𝑠                                                                                                      ሺ15ሻ 
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𝑑𝑦2
𝑑𝑡

ൌ 𝐾𝑝𝑉൫𝑉𝑠_𝑟𝑒𝑓 െ 𝑉𝑠൯ ൅ 𝐾𝑖𝑉𝑦1 െ 𝐼𝑑𝑟                                                              ሺ16ሻ  

𝑉𝑑𝑟 ൌ 𝐾𝑝𝑟𝑐 ቀ𝐾𝑝𝑉 ቀ𝑉𝑠𝑟𝑒𝑓
െ 𝑉𝑠ቁ ൅ 𝐾𝑖𝑉𝑦1 െ 𝐼𝑑𝑟ቁ ൅ 𝐾𝑖𝑟𝑐𝑦2    െ ൫𝐼𝑞𝑠𝐿𝑚 ൅  𝐼𝑑𝑟𝐿𝑟൯ሺ𝛺𝑠 െ

 𝛺𝑟ሻ                                                                                                    ሺ17ሻ  

𝑑𝑦3
𝑑𝑡

ൌ 𝑃𝑟𝑒𝑓 െ 𝑃                                                                                                          ሺ18ሻ 

𝑑𝑦4
𝑑𝑡

ൌ 𝐾𝑝𝑝൫𝑃𝑟𝑒𝑓 െ 𝑃൯ ൅ 𝐾𝑖𝑝𝑦3 െ 𝐼𝑞𝑟                                                                   ሺ19ሻ 

𝑉𝑞𝑟 ൌ 𝐾𝑝𝑟𝑐 ቀ𝐾𝑝𝑝൫𝑃𝑟𝑒𝑓 െ 𝑃൯ ൅ 𝐾𝑖𝑝𝑦3 െ 𝐼𝑞𝑟ቁ ൅ 𝐾𝑖𝑟𝑐𝑦4 ൅ 𝐼𝑑𝑠𝐿𝑚 

൅𝐼௤௥𝐿௥ሻሺ𝛺௦ െ  𝛺௥ሻ                                                                                                    ሺ20ሻ 

 

Where; 

.𝑦ଵ, 𝑦ଶ, 𝑦ଷ, 𝑦ସ are intermediate variables, 𝐾𝑝௣, 𝐾𝑖௣ are the power regulator parameters, 𝐾𝑝௥௖, 𝐾𝑖௥௖  are 

RSC current regulator gains, 𝐾𝑝௏, 𝐾𝑖௏ are voltage regulator parameters, 𝐼௥ is the current through rotor, 

𝐼௦ the current through stator, P the active power, 𝑃௥௘௙ the reference active power, and 𝑉௦  is the ac 

terminal voltage, 𝑉𝑠_𝑟𝑒𝑓 is the ac terminal voltage reference. 

 

3.2.5 Modeling of the DC link 

The active power of the Rotor side converter is the Grid side converter + the DC link capacitor. The 

governing equations are as follows: 

 

𝑃𝑅 ൌ 𝑃𝑔 ൅ 𝑃𝐷𝐶                                                                                                             ሺ21ሻ 

𝑃𝑔 ൌ 𝑉𝑑𝑔𝑐𝐼𝑑𝑔𝑐 ൅ 𝑉𝑞𝑔𝑐𝐼𝑞𝑔𝑐                                                                                           ሺ22ሻ  

𝑃𝑟 ൌ 𝑉𝑞𝑟𝐼𝑞𝑟 ൅ 𝑉𝑑𝑟𝐼𝑑𝑟                                                                                                    (23) 

𝑃𝐷𝐶 ൌ 𝑉𝐷𝐶𝐼𝐷𝐶 ൌ െ𝐶𝑉𝐷𝐶
𝑑𝑉𝐷𝐶

𝑑𝑡
                                                                                  ሺ24ሻ 

𝐶𝑉஽஼
𝑑𝑉஽஼

𝑑𝑡
ൌ 𝑉ௗ௚௖𝐼ௗ௚௖ ൅ 𝑉௤௚௖𝐼௤௚௖ െ ൫𝑉௤௥𝐼௤௥ ൅ 𝑉ௗ௥𝐼ௗ௥൯                                      ሺ25ሻ 

𝑉𝑑𝑔𝑐 ൌ 𝐾𝑝𝑔𝑐 ቀെ𝐾𝑝𝑉𝑑𝑐 ቀ𝑉𝐷𝐶𝑟𝑒𝑓
െ 𝑉𝐷𝐶ቁ ൅ 𝐾𝑖𝑉𝑑𝑐𝑦5 െ 𝐼𝑑𝑔𝑐ቁ ൅ 𝐾𝑖𝑔𝑐𝑦6 ൅ 𝑋𝑇𝑔𝑐𝐼𝑑𝑔𝑐 

൅𝑉ௗ௦                                                                                                                                 ሺ26ሻ 

𝑉𝑞𝑔𝑐 ൌ 𝐾𝑝𝑔𝑐 ቀ𝐼𝑞𝑔𝑐𝑟𝑒𝑓
െ 𝐼𝑞𝑔𝑐ቁ ൅ 𝐾𝑖𝑔𝑐𝑦7 ൅ 𝑋𝑇𝑔𝑐𝐼𝑑𝑔𝑐 ൅ 𝑉𝑞𝑠                                     ሺ27ሻ 

Where; 
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𝑉௚௖ is the grid side converter voltage, 𝑉஽஼  the DC link capacitor voltage, 𝐼௤௚௖_௥௘௙ is reference of q-axis 

on the grid side converter, 𝐼௚௖ the current through the grid side converter, 𝑃஽஼  is the instant active 

power into the DC link, 𝑃௥ the active power of the rotor side converter, 𝑋்௚௖ is the reactance of fed-

back transformer, and C is the capacitance in the DC link. 

 

3.2.6 Modeling of the grid side converter (GSC) 

As illustrated in Figure 6, the grid side converter (GSC) is used for regulating the reactive power and 

for controlling the DC link voltage (𝑉஽஼ሻ through the use of iqg and idg currents. It should be 

emphasized that it is possible to control the reactive power and the DC link voltage using two series of 

PI controllers with intermediate variables. Moreover, Figure 6 displays the control mechanism of the 

grid side converter.  

 

Figure 6. Grid side converter control system. 

 

The GSC controller is governed by Equations (28–30); 

𝑑𝑦5
𝑑𝑡

ൌ 𝑉𝐷𝐶𝑟𝑒𝑓
െ 𝑉𝐷𝐶                                                                                                     ሺ28ሻ 

𝑑𝑦6
𝑑𝑡

ൌ െ𝐾𝑝𝑑𝑐 ቀ𝑉𝐷𝐶𝑟𝑒𝑓
െ 𝑉𝐷𝐶ቁ ൅ 𝐾𝑖𝑑𝑐𝑦5 െ 𝐼𝑑𝑔𝑐                                                      ሺ29ሻ 

𝑑𝑦7
𝑑𝑡

ൌ 𝐼𝑞𝑔𝑐_𝑟𝑒𝑓 െ 𝐼𝑞𝑔𝑐                                                                                                   ሺ30ሻ 
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Where; 

 𝑦ହ, 𝑦଺, 𝑦଻ are the intermediate variables, 𝐾𝑝௏ௗ௖, 𝐾𝑖௏ௗ௖ are the DC bus voltage regulator 
parameters, 𝐾𝑝௚௖, 𝐾𝑖௚௖ are the GSC current regulator parameters, and 𝑉஽஼ೝ೐೑

 is the reference voltage 

of the DC Link. 

 

4. Optimum design of a PI controller using the flower pollination algorithm 

In this study, the flower pollination algorithm (FPA) is applied to the DFIG in order to automatically 

determine the optimal parameters of PI controllers on a rotor side converter (RSC) in a DFIG system. 

In the RSC regulation loop, there are five PI controllers; and each controller has two tuning values 

which are the controller gain and the integral time constant. The main purpose of using an FPA 

algorithm is to determine the optimal parameters of the three PI controllers present in the RSC 

settings. These are the PI controller proportional gains of the AC-bus voltage regulator, the power 

regulator, and the current regulator (𝐾𝑝𝑉, 𝐾𝑝𝑝, 𝐾𝑝𝑟𝑐), in addition to the integral time constants (𝐾𝑖𝑉 , 

𝐾𝑖𝑝, 𝐾𝑖𝑟𝑐). In order to control the grid-side converter (GSC) regulation loop response, the two PI 

controllers on the rotor side converter (RSC) in the DFIG system are tuned in accordance with the PI 

parameters, i.e. the current regulator (𝐾𝑖𝑔𝑐, 𝐾𝑖𝑔𝑐) and the DC Voltage regulator (𝐾𝑝𝑉𝑑𝑐, 𝐾𝑖𝑉𝑑𝑐) and 

using the flower pollination algorithm (FPA). Therefore each vector of the FPA has ten controller 

parameters as expressed by equation (25): 

𝑋 ൌ ൣ𝐾𝑝௏ , 𝐾𝑖௏ , 𝐾𝑝௣, 𝐾𝑖௣ , 𝐾𝑝௥௖ , 𝐾𝑖௥௖ , 𝐾𝑝௚௖ , 𝐾𝑖௚௖ , 𝐾𝑝௏ௗ௖ , 𝐾𝑖௏ௗ௖ ൧              ሺ25ሻ   

The PI controller performance of the system investigated can be measured in the time domain by 

considering several parameters such as the overshoot, and settling time. The purpose of using the 

fitness function is to detect the best parameters for the controller to determine the optimal parameters 

for the FPA-tuned PI controllers used in a doubly fed induction generator (DFIG) system. Some of the 

most popular and effective error functions taken into consideration in controller design are the Integral 

of Time multiplied by Absolute Error (ITAE), the Integral of Squared Error (ISE), the Integral of Time 

multiplied by Squared Error (ITSE), and the Integral of Absolute Error (IAE). The objective function 

Integral of Time Multiplied Absolute Error (ITAE) is considered for estimating the gain of the 

controllers proposed. The ITAE reduces the settling time and peaks the overshoot [22]. Equation (31) 

shows the expression of the ITAE objective function. 

𝐽 ൌ ׬ ሺ𝜆1 |
௧ଶ

௧ଵ 𝛥𝑉|൅𝜆2|𝛥𝑃|൅𝜆3|𝛥𝐼௥௖|൅𝜆4|𝛥𝐼௚௖|൅𝜆5|𝛥𝑉ௗ௖|ሻ. 𝑡. 𝑑𝑡                   ሺ31ሻ   

Where; 

t1 and t2 are the disturbance beginning and end times, respectively ,λ1, λ2, λ3, λ4, λ5 are the selected 

weighting factors [22], 𝛥𝑉 is the voltage error when disturbance occurs, 𝛥𝑃 is the power error when 
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disturbance occurs, 𝛥𝐼௥௖  is the rotor current error when disturbance occurs, 𝛥𝐼௚௖is the grid current error 

when disturbance occurs, 𝛥𝑉ௗ௖is the DC bus voltage error when disturbance occurs. 

 

5. Flower pollination algorithm  

5.1. Characteristics of flower pollination 

Bio-inspired meta-heuristic algorithms have, over the last few years, played a vital role in the area of 

optimization. The flower pollination algorithm (FPA), developed by Yang et al. [23] in 2013, is one of 

several bio-inspired algorithms that have exploited the flower pollination pattern in nature. This 

algorithm has been used in several applications of hybrid energy conversion systems. Moghaddam et 

al. [24] investigated the optimal design and energy management of hybrid systems (PWFHS) 

integrating photovoltaic (PV) panels, a wind turbine (WT), and a fuel cell (FC) based on hydrogen 

storage (HS) to minimize the total net present cost (TNPC) of northwest region of Iran using the 

intelligent flower pollination algorithm (FPA) [24]. Generally, about 80% of plants are blossoming 

species; their reproduction occurs through pollination. Pollination means transfer of pollen from one 

flower to a similar one or to a different one [25]. The transport of pollen can take place by pollinators 

such as birds, insects, bats and other animals. Two main types of pollination may be distinguished; the 

first one is biotic and is done by birds, animals, bats and insects, and the second one is abiotic and 

happens through wind and diffusion [26]. Moreover, pollination can be of two kinds, i.e. cross-

pollination and self-pollination. Cross-pollination occurs when pollen is transferred from the anther of 

one flower to the stigma of another flower on a different organism of the same variety. However, self-

pollination takes place as the pollen from the anther is fixed on the stigma of the same flower, or 

another flower of the same species. Flower pollination is viewed as the survival of the fittest and the 

optimal reproduction of a particular plant species. Some insects, and particularly bees, have a Levy 

flight behaviour with leaps or flight distance steps that follow a Levy distribution. It has been 

established that, in general, birds and insects take part in the flower pollination process. The process is 

known as flower constancy. Birds and insects that participate in pollination, jump or fly to certain 

species of flowering plants only. Moreover, it is interesting to know that flowers provide the food 

needed by certain birds and insects. The floral constancy enhances the pollination operation in a 

number of specific flower types and therefore maximizes reproduction. It is worth noting that, in the 

flower pollination algorithm (FPA), various floral features, namely the flower constancy and pollinator 

behavior, involved in the pollination process, were idealized based on the following rules [27]: 

a) Biotic pollination and cross-pollination are considered global pollination processes whereas 

pollen-carrying pollinators perform Levy flights.  

b) Abiotic pollination and self-pollination are viewed as local pollination processes.  
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c) Flower constancy is the disposition of individual pollinators to solely visit certain types of morphs 

within a species, thus bypassing other flower species.  

d) Local pollination and global pollination are controlled by a switch probability “p” that belongs to 

the interval [0, 1]. Note that local pollination can have a significant fraction of “p“ in the overall 

pollination activities due to physical proximity and other factors such as wind. 

5.2. Global pollination and local pollination 

The flower pollination algorithm (FPA) consists of two fundamental phases, namely the global 

pollination process and the local pollination process. In the global pollination process, the pollen of 

flowers is transported by pollinators. Pollinators may sometimes fly and move over quite long 

distances. Global pollination can be mathematically expressed as follows [28]: 

𝑥𝑖
𝑡൅1 ൌ 𝑥𝑖

𝑡 ൅ 𝛾𝐿ሺ𝜆ሻ൫𝑥𝑖
𝑡 െ 𝑔∗൯                                                                                     ሺ32ሻ 

Where 𝑥𝑖
𝑡 corresponds to the solution vector x of pollen i at iteration t, g∗ is the actual best solution of 

all solutions at the present iteration, and 𝛾 is a scaling factor used to control the step size. Also, L(λ) is 

the Levy flight-based step size that represents the strength of the pollination. 

It is worth note that pollinators can move over long distances, but at different step lengths. The Levy 

flight can be used to mimic the random travelling of pollinators [29]. Taking into consideration a Levy 

distribution, one could express: 

𝐿 ∼
𝜆𝛤ሺ𝜆ሻsin ሺ𝜋𝜆 2ሻ⁄

𝜋
 

1
𝑆ଵାఒ  , ሺ𝑆˃˃𝑆଴˃0ሻ                                                    ሺ33ሻ 

Where Γ(λ) is the standard gamma function, assuming that the Levy distribution is valid for long steps. 

Therefore, both rules 2 and 3 for local pollination can actually be expressed as follows: 

𝑥𝑖
𝑡൅1 ൌ 𝑥𝑖

𝑡 ൅ ε ൫𝑥𝑗
𝑡 ൅ 𝑥𝑘

𝑡 ൯                                                                                        ሺ34ሻ 

Where 𝑥𝑗
𝑡 and 𝑥𝑘

𝑡  are solution vectors for pollen j and pollen k at iteration t, from different flowers of 

the same plant species. The equation imitates the flower constancy in limited neighborhoods. 

Assuming that 𝑥𝑖  
𝑡 and 𝑥𝑘

𝑡  are solution vectors for pollen j and pollen k at iteration t, coming from the 

same species or chosen from the same population, then this would represent a random local walk; a 

graph can be plotted from a uniform distribution within the interval [0, 1]. The pseudo code of the 

flower pollination algorithm is given below. 

5.3. Pseudo code of the flower pollination algorithm 

The flower pollination algorithm based on solar PV parameter estimation was investigated by Alam et 

al. [ 02 ]. Peesapati et al. [31] studied the flower pollination algorithm based on multi-objective 

congestion management taking into account optimal capacities of distributed generations. Zhang et al. 

[32] developed a combined model based on the complete empirical mode decomposition adaptive 
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noise (CEEMDAN), which is a modified flower pollination algorithm (FPA) for wind speed 

forecasting. A number of conventional nonlinear adaptive algorithms were established and proposed 

for the adaptive control of variable-speed wind turbines [33-36]. They have the capacity to 

automatically adjust the excitation winding voltage of the wind turbine to the adaptive algorithms in 

order to regulate the rotor speed tracking process. The above mentioned algorithms have the potential 

to stabilize the active and reactive output power of the wind turbines when the wind speed changes. 

According to the related literature, these algorithms generally adapt to ideal operational conditions but 

the interaction between the grid and the wind turbine is not taken into consideration. A new 

multivariable control strategy is proposed for variable speed and variable pitch wind turbines [37]. In 

addition, the use of dynamical variable adaptive structure controllers has been proposed to 

regulate the active and reactive power which is then injected into the power grid connected to wind 

energy conversion systems [38]. 

Table 3 shows the parameter settings for each corresponding optimization algorithm taken into 

consideration for optimizing the DFIG by tuning the PI controller parameters. The flowchart 

illustrated in Figure 7 shows the algorithm proposed for tuning the PI controllers. 

 

Table 3. Parameter settings for GA and PFA algorithms. 

Parameter settings 

Genetic Algorithm (GA) Algorithm flower pollination (FPA) 

Population size = 25     

Generation size=50  

Roulette wheel 

Mutation probability=0.01%                                   

Number of flowers =25 

Probability switch=0.8 

 



22 
 

 

Figure 7. Flower pollination algorithm flowchart. 

 

6. Results and discussion 

6.1. Case study without short circuit faults in the network (normal conditions) 

The three control techniques give almost the same results in normal operation mode. The simulation 

results under normal conditions are displayed in Figure 8. 
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Figure 8. Simulation results for normal operation and parameters set in Table 2, with step changes in 

wind speed ranging from 4 to 16 m/s at intervals of 50 s. 

 

6.2. Case study of a single-phase short circuit fault on the 30 kV grid line 

In this case study, the response of the doubly fed induction generator (DFIG) is analyzed under single-

phase short circuit fault conditions on the 30 kV line of the power grid. 

In order to validate the flower pollination algorithm illustrated in figure 7, a simulation model 

developed in Matlab/Simulink environment was tested using three different controllers, namely the PI 

(initial design), GA-PI and FPA-PI, and under various power and fault conditions, as shown in Tables 

3, 4 and 5, respectively. The simulation results revealed that the optimal controller design of a doubly 

fed induction generator (DFIG) wind turbine, using the flower pollination algorithm (FPA), could be 

employed to improve the performance of the system at any time a fault or interruption occurs. The 

response of the optimized doubly fed induction generator (DFIG) was simulated under the operating 

conditions of a single-phase short circuit fault in the power grid next to the load. The fault started at t= 

40 s and lasted for 150 ms. The simulation results indicated that the FPA optimized PI controller gave 
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a better dynamic response in comparison to other controllers (PI controllers used in DFIG initial 

design as well as the GA optimized PI controllers). The numerical gain values of each PI controller 

tuning parameter using the different optimization techniques are given in Table 4. 

 

Table 4. Gain values for PI controllers (initial design) and PI controllers tuned by the genetic 

algorithm and then by FPA-based PI controllers. 

 

  

  

Controllers 

 

Initial design 

 

 

Optimization techniques 

 

PI GA-PI FPA-PI 

Voltage AC 

regulator (RSC) 

Kpv 

Kiv 

0.8 

325 

1.6035 

264.6851 

2.3135 

395.6529 

Power regulator 

(RSC) 

Kpp 

Kip 

1.2 

80 

1.1404 

184.2629 

1.9145 

120.5739 

Current regulator 

(RSC) 

Kprc 

Kirc 

0.2 

9 

0.8377 

12.7684 

0.4848 

11.8414 

Current regulator 

(GSC) 

Kpgc 

Kigc 

8 

250 

4.9837 

149.9687 

2.7557 

70.7500 

Voltage DC 

regulator (GSC) 

Kpvdc 

Kivdc 

0.0018 

0.08 

0.0130 

0.4621 

0.0142 

0.2000 

 

Figures 9, 10, 11, 12, 13 and 14 illustrate the system performance comparison of responses from 

PI controllers (initial design) and the new PI controllers obtained from different optimization 

techniques intended to tune these PI controllers (initial design). Note that the blue line, the 

green line and the red line represent the system response for the PI initial design controller, 

GA-based PI controller and the FPA-PI controller proposed, respectively. 
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Figure 9. Rotor current response (pu) at parameters set in Table 2. 

 

Figure 9 shows that when using the FPA-PI controller, the rotor current overshoot is lower at the 

beginning and at the end of the disturbance than when the GA-PI and PI initial design controllers are 

used. With the FPA-PI controller, the excess current to the rotor circuit is reduced to avoid a power 

outage or failure and to ensure the continuity of electricity production. The electric network stabilizes 

quickly after the disruption. At the beginning of the disturbance, the rotor current is 1.737 pu with the 

initial PI regulator; it is 1.590 pu with the GA-PI regulator and 1.398 pu with the optimal FPA-PI 

regulator. However, at the end of the disturbance, this rotor current is 1.186 pu with the initial PI 

regulator, 1.210 pu with the GAPI regulator and 1.198 pu with the optimal FPA-PI regulator. 

Moreover, stability time is 40.33 s with the PI regulator initial design, 40.33 s with the GA-PI 

regulator and 40.32 s with the optimal FPA-PI regulator. 

 

 

Figure 10. Response of the DC-link voltage at parameters set in Table 2. 

 

Figure 10 indicates that when using the FPA-PI controller, the DC bus over voltage is lower, at the 

beginning and at the end of the disturbance, than when the PI initial design and GA-PI controllers are 
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used. The DC bus voltage at the beginning of the fault is 1301 V with the PI regulator initial design, 

while it is 1241 V with the GA-PI regulator and 1228 V with the optimal FPAPI regulator. Similarly, 

the DC bus voltage at the end of the disturbance is 1239V with the PI regulator initial design, 1241 V 

with the GA-PI controller, and 1228 V with the optimal FPAPI regulator. Furthermore, the DC bus 

voltage response time at the end of the disturbance is 40.28 s with the PI regulator initial design, 40.27 

s with the GA-PI regulator and 40.22 s with the optimal FPA-PI regulator. It is also worth noting that 

using the optimal design of the DFIG with the FPA-PI controller the voltage stability time of the 

continuous bus can be reduced when disturbance occurs. In addition, the FPA-PI controller reduces the 

DC bus over-voltage in the case of a short-circuit failure. 

 

 

Figure 11. Current response at bus 30 kV (pu) at parameters set in Table 2. 

 

Figure 11 displays the simulation results in the case of a 30 kV current bus. One can clearly note that, 

when using the FPA-PI controller, 30 kV current bus overflow is lower at the beginning and at the end 

of the disturbance, than when using the GA-PI and PI initial design controllers. The FPAPI controller 

reduces the 30 kV current bus overflow and stability time at the end of disturbance. The rotor current 

at the beginning of the disturbance is 1.272 pu with the initial PI regulator; while it is 1.237 pu with 

the GA-PI regulator and 0.181 pu with the optimal FPA-PI regulator. The 30 kV current bus (the 

current on bus voltage 30 kV) at the end of the disturbance is 1.137 pu with the initial PI regulator, 

1.098 pu with the GA-PI regulator and 1.062 pu with the optimal FPA-PI regulator. Stability time is 

40.32s with the PI regulator initial design, 40.32 s with the GA-PI regulator and 40.28 s with the 

optimal FPA-PI regulator and 40.27 s with the optimal FPA-PI regulator. 
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Figure 12. Voltage response at bus 30KV (pu) at parameters set in Table 2. 

 

The simulation results of the bus voltage at 30 kV are displayed in Figure 12. It is observed that, when 

using the controller FPA-PI, the excess of voltage at bus 30 kV is lower, at the end of the disturbance, 

than when using the GA-PI controller and PI initial design controller. The FPA-PI controller reduces 

the overflow of bus voltage 30 kV and the stability time at the end of disturbance. The bus voltage at 

30 kV at the end of the disturbance is 1.064 pu with the initial PI regulator, 1.061 pu with the GA-PI 

regulator and 1.055 pu with the optimal FPA-PI regulator. Similarly, the stability time is equal to 

40.27s with the PI regulator initial design, 40.27 s with the GA-PI regulator and 40.26 s with the 

optimal FPA-PI regulator. It is worthy of note that the FPA-PI controllers present the fastest time after 

perturbation. In the present case, the results given by the GA-based PI controllers are very close to 

those obtained by the FPA controllers. 

 

 

Figure 13. Response of active power (MW) at parameters set in Table 2. 
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Figure 13 shows the simulation results of the active power. It is noted that, when using the FPA-PI 

controller, the excess active power is lower at the beginning and at the end of the disturbance, than 

when the GA-PI controller and PI initial design controller are used. The FPA-PI controller reduces the 

active power overrun and the stability time at the end of disturbances. The active power at the 

beginning of the fault is 10.900 MW with the initial PI regulator; it is 10.600 MW with the GA-PI 

regulator and 10.470 MW with the optimal FPA-PI regulator. The active power at the end of the 

disturbance is 11.360 MW with the initial PI regulator, 10.940 MW with the GA-PI controller and 

10.560 MW with the optimal FPA-PI regulator. As for the stability time, it is 40.24s with the PI initial 

design regulator, 40.24 s with the GA-PI regulator and 40.22 with the FPA-PI regulator. 

 

 

Figure 14. Variation of the reactive power (Mvar) as a function of time, at parameters set in Table 2. 

 

The simulation results of the reactive power illustrated in Figure 14 indicate that the excess reactive 

power obtained with the FPA-PI controller is lower, at the beginning and at the end of the disturbance, 

than that of the GA-PI and PI initial design controllers. The FPAPI controller reduces the active power 

overrun and stability time at the end of the disturbance. The reactive power at the beginning of the 

fault is 6.933 Mvar with the initial PI regulator, 7.115 Mvar with the GA-PI controller and 7.022 Mvar 

with the FPA-PI regulator. The reactive power at the end of the disturbance is 8.760 Mvar with the 

initial PI regulator, 8.457 Mvar with the GA-PI controller and 7.857 Mvar with the optimal FPA-PI 

regulator. Also, the stability time is 40.61s with the PI. 
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Table 5. Calculated overshoot and settling time. 

 

Response 

 

 

Technique 

Parameter 

Overshoot at 

beginning of fault 

Overshoot at 

end of fault 

Settling Time at 

end of fault 

Rotor current 

(pu) 

 

PI 

GA-PI 

FPA-PI 

1.737 

1.590 

1.398 

1.186 

1.210 

1.198 

40.33 

40.33 

40.32 

DC-link voltage 

(V) 

 

PI 

GA-PI 

FPA-PI 

1301 

1241 

1228 

1239 

1241 

1234 

40.28 

40.27 

40.22 

Current on Bus     
30 kV 

(pu) 

PI 

GA-PI 

FPA-PI 

1.272 

1.237 

1.181 

1.137 

1.098 

1.062 

40.32 

40.32 

40.28 

Voltages on Bus 
voltage 30 kV 

(pu) 

PI 

GA-PI 

FPA-PI 

0 

0 

0 

1.064 

1.061 

1.055 

40.27 

40.27 

40.26 

Active power 

(MW) 

PI 

GA-PI 

FPA-PI 

10.900 

10.600 

10.470 

11.360 

10.940 

10.560 

40.24 

40.24 

40.22 

Reactive power 

(MVAR) 

PI 

GA-PI 

FPA-PI 

6.933 

7.115 

7.022 

8.760 

8.457 

7.857 

40.61 

40.60 

40.47 

 

The simulation results indicate that the optimized FPA-PI controller presents a better performance in 

comparison to the other controllers; indeed, the system proposed results in smaller overshoots and a 

quicker response to any perturbation. Moreover, it returns to the steady state quickly and presents 

smaller oscillations. The above figures clearly show the importance of the new GA-based PI controller 

in terms of high settling time with minimum damping oscillations and peak overshoot. The numerical 

values of each response from the algorithm optimized controller are given in Table 5, together with a 

detailed summary of the simulation results. 
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Conclusions  

This study is focused on a new application of Proportional Integral (PI) controllers that uses the flower 

pollination algorithm (FPA) to improve the performance of a doubly fed induction generator (DFIG). 

The dynamic response performance of the FPA-based PI controller proposed is compared with the 

responses of the PI controller (initial design) on the DFIG and the GA optimized PI controller. In 

addition, the cumulative performance of the system clearly indicates that the algorithm proposed 

guarantees the best dynamic control response in terms of minimum settling time and minimum peak 

overshoot should a short-circuit failure occurs on the power grid. Furthermore, this study demonstrates 

that the flower pollination algorithm (FPA)-based PI controller proposed guarantees a faster response 

speed when compared to that of a PI controller and GA-based PI controller. The quality of the 

electricity supply during a disturbance is much better. However, with regard to the GA-based PI 

performance, sometimes the peak overshoots in the PI controller-based system proposed are higher 

than those generated by the PI controller of a DFIG. The results of the simulation carried out with the 

GA-PI controller lead us to the conclusion that the overruns and response time are smaller in 

comparison to those obtained with the PI controllers. However, the FPA-based PI controller develops 

even smaller overruns throughout the transition phase (short-circuit fault) with earlier responses and a 

shorter response time compared to those obtained with PI initial design controllers and GA-based PI 

controllers. These findings suggest that the FPA-PI controller performance is better during the 

transition phase in comparison to that of the PI controller and the GA-PI controller. 
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